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Preface

Recent, years have witnessed considerable research activity in
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abroad. In view of the widespread interest in this field, Dean
L. N. Ridenour suggested the present volume consisting of
papers on this subject.

The first paper has not previously been printed in its present
form, although a condensation appeared in Scientific American,
July, 1949. In part, it consists of an expository introduction to
the general theory and may well be read first by those desiring a
panoramic view of the field before entering into the more mathe-
matical aspects. In addition, some ideas are suggested for
broader application of the fundamental principles of communi-
cation theory.

The second paper is reprinted from the Bell System Technical
Journal, July and October, 1948, with no changes except the cor-
rection of minor errata and the inclusion of some additional
references. It 1s intended that subsequent developments in the
field will be treated in a projected work dealing with more general
aspects of information theory.

It gives us pleasure to express our thanks to Dean Ridenour for
making this book possible, and to the University of Illinois Press
for their splendid cooperation.

C. E. SHANNON
W. WEAVER

September, 1949
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THE MATHEMATICAL THEORY OF COMMUNICATION

Claude E. Shannon, Bell Telephone Laboratories
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_Introductory Note on the General Setting

of the Analytical Communication Studies'

another. This, of course, involves not only written and oral
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speech, but also music, the pictorial arts, the theatre, the ballet,

and in fact all human behavior. In some connections it may be
desirable to use a still broader definition of communication,
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airplane and to compute its probable future positions) affects
another mechanism (say a guided missile chasing this airplane).

The language of this memorandum will often appear to refer to
the special, but still very broad and important, field of the com-
munication of speech; but practically everything said applies

' This paper i1s written in three main sections. In the first and third, W. W,
is responsible both for the ideas and the form. The middle section, namely
“2), Communication Problems of Level A” is an interpretation of mathe-
matical papers by Dr. Claude E. Shannon of the Bell Telephone Labora-
tories. Dr. Shannon’s work roots back, as von Neumann has pointed out,
to Boltzmann’s observation, in some of his work on statistical physics
(1894), that entropy is related to “missing information,” inasmuch as it is
related to the number of alternatives which remain possible to a physical
system after all the macroscopically observable information concerning it
has been recorded. L. Szilard (Zsch. f. Phys. Vol. 53, 1925) extended this
idea to a general discussion of information in physics, and von Neumann
(Math. Foundation of Quantum M echanics, Berlin, 1932, Chap. V) treated
information in quantum mechanics and particle physics. Dr. Shannon’s
work connects more directly with certain ideas developed some twenty
years ago by H. Nyquist and R. V. L. Hartley, both of the Bell Labora-
tories; and Dr. Shannon has himself emphasized that communication theory
owes a great debt to Professor Norbert Wiener for much of its basie
philosophy. Professor Wiener, on the other hand, points out that Shannon’s
early work on switching and mathematical logic antedated his own interest
in this field; and generously adds that Shannon certainly deserves credit
for independent development of such fundamental aspects of the theory as
the introduction of entropic ideas. Shannon has naturally been specially
concerned to push the applications to engineering communication, while
Wiener has been more concerned with biological application (central
nervous system phenomena, etc.).
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n television.

1.2. Three Levels of Communications Problems

. How effectively does the received meaning affect con-
A . .. A 21 / ..o e 0 LY
duct in the desired way? (The effectiveness problem.)
The technical problems are concerned with the accuracy of

transference from sender to receiver of sets of symbols (written
speech), or of a continuously varying signal (telephonic or radio
transmission of voice or music), or of a continuously varying two-
dimensional pattern (television), etc. Mathematically, the first
involves transmission of a finite set of discrete symbols, the
second the transmission of one continuous function of time, and
the third the transmisston of many continuous functions of time
or of one continuous function of time and of two space coordi-
nates.

The semantic problems are concerned with the identity, or sat-
isfactorily close approximation, in the interpretation of meaning
by the receiver, as compared with the intended meaning of the
sender. This is a very deep and involved situation, even when one
deals only with the relatively simpler problems of communicating
through speech.

One essential complication is illustrated by the remark that if
Mr. X is suspected not to understand what Mr. Y says, then it is
theoretically not possible, by having Mr. Y do nothing but talk
further with Mr. X, completely to clarify this situation in any
finite time. If Mr. Y says “Do you now understand me?” and
Mr. X says “Certainly, I do,” this is not necessarily a certifica-
tion that understanding has been achieved. It may just be that
Mr. X did not understand the question. If this sounds silly, try
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wakkate imasu.” I think that this basic difficulty? is, at least in

the restricted field of speech communication reduced to a toler-

bv ‘mm]ﬂ ations”

which ( ) are pwbuluamy ver I

ideas being explained, but Whlch (b) are understandable since

they are phrased in language which has previously been made
e

reasonably clear by operational means. For example, it does not
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tionally understandable.
The semantlc problem has wide ramifications if one think

1 ider, mple, the m
a Russian of a U.S. newsreel picture.

The effectiveness problems are concerned with the success with
which the meaning conveyed to the receiver leads to the desired
conduct on his part. It may seem at first glance undesirably
narrow to imply that the purpose of all communication is to influ-
ence the conduct of the receiver. But with any reasonably broad
definition of conduct, it is clear that communication either affects
conduct or is without any discernible and probable effect at all.

The problem of effectiveness involves aesthetic considerations
in the case of the fine arts. In the case of speech, written or oral,
it involves considerations which range all the way from the mere
mechanics of style, through all the psychological and emotional
aspects of propaganda theory, to those value judgments which are
necessary to give useful meaning to the words ‘“‘success’” and
“desired” in the opening sentence of this section on effectiveness.

The effectiveness problem is closely interrelated with the se-
mantic problem, and overlaps it in a rather vague way; and

?“When Pfungst (1911) demonstrated that the horses of Elberfeld, who
were showing marvelous linguistic and mathematical ability, were merely
reacting to movements of the trainer’s head, Mr. Krall (1911), their owner,
met the criticism in the most direct manner. He asked the horses whether
they could see such small movements and in answer they spelled out an
emphatic ‘No.” Unfortunately we cannot all be so sure that our questions
are understood or obtain such clear answers.” See Lashley, K. S., “Per-
sistent Problems in the Evolution of Mind” in Quarterly Review of Btology,
v. 24, March, 1949, p. 28.
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The mathematical theory of the engineering aspects of com-
munication, as developed chiefly by Claude Shannon at the Bell

Telephone Laboratories, admittedly applies in the first instance
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transference of various types of signals from sender to receiver.
But the theory has, I think, a deep significance which proves that
the preceding paragraph is seriously inaccurate. Part of the sig-
nificance of the new theory comes from the fact that levels B and
C, above, can make use only of those signal accuracies which turn
out to be possible when analyzed at Level A. Thus any limita-
tions discovered in the theory at Level A necessarily apply to
levels B and C. But a larger part of the significance comes from
the fact that the analysis at Level A discloses that this level over-
laps the other levels more than one could possible naively suspect.
Thus the theory of Level A is, at least to a significant degree, also
a theory of levels B and C. 1 hope that the succeeding parts of
this memorandum will illuminate and justify these last remarks.

2

Communication Problems at Level A

2.1. A Communication System and lts Problems

The communication system considered may be symbolically rep-
resented as follows:
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The information source selects a desired message out of a set of
possible messages (this is a particularly important remark, which
requires considerable explanation later). The selected message
may consist of written or spoken words, or of pictures, music, etc.

The transmitter changes this message into the signal which is
actually sent over the communication channel from the transmit-
ter to the receiver. In the case of telephony, the channel is a wire,
the signal a varying electrical current on this wire; the trans-
mitter is the set of devices (telephone transmitter, etc.) which
change the sound pressure of the voice into the varying electrical
current. In telegraphy, the transmitter codes written words into
sequences of interrupted currents of varying lengths (dots, dashes,
spaces). In oral speech, the information source is the brain, the
transmitter is the voice mechanism producing the varying sound
pressure (the signal) which is transmitted through the air (the
channel). In radio, the channel is simply space (or the aether, if
any one still prefers that antiquated and misleading word), and
the signal is the electromagnetic wave which is transmitted.

The recewver is a sort of inverse transmitter, changing the trans-
mitted signal back into a message, and handing this message on
to the destination. When I talk to you, my brain is the informa-
tion source, yours the destination; my vocal system is the trans-
mitter, and your ear and the associated eighth nerve is the
recelver.

In the process of being transmitted, it is unfortunately charac-
teristic that certain things are added to the signal which were not
intended by the information source. These unwanted additions
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(in radlo), or distortions in shape or shading of picture (tele-

vision), or errors in transmission (telegraphy or facsimile), etc.

All of these changes in the transmitted signal are called notse.
The kin (] of aquestions which one seeks to ask concerning such
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ommunication system are:
a. How does one measure amount of information?
b. How does one measure the capacity of a communication

channel?

¢. The action of the transmitter in chaneine the message into
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teristics of an efficient coding process? when the coding is
as efficient as possible, at what rate can the channel convey
information?

d. What are the general characteristics of
noise affect the accuracy of the message finally recelved at the
destination? How can one minimize the undesirable effects of
noise, and to what extent can they be eliminated?

e. If the signal being transmitted is continuous (as in oral
speech or music) rather than being formed of discrete symbols
(as in written speech, telegraphy, etc.), how does this fact affect
the problem?

We will now state, without any proofs and with a minimum
of mathematical terminology, the main results which Shannon has
obtained.

2.2. Information

The word information, in this theory, is used in a special sense
that must not be confused with its ordinary usage. In particular,
information must not be confused with meaning.

In fact, two messages, one of which is heavily loaded with
meaning and the other of which is pure nonsense, can be exactly
equivalent, from the present viewpoint, as regards information.
It is this, undoubtedly, that Shannon means when he says that
“the semantic aspects of communication are irrelevant to the en-
gineering aspects.” But this does not mean that the engineering
aspects are necessarily irrelevant to the semantic aspects.

To be sure, this word information in communication theory
relates not so much to what you do say, as to what you could say.
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one selects a message. If one is confronted with a very elementary

situation where he has to choose one of two alternative messages,
then 1t 18 arbltrarllv said that the 1nformat10n associated with

information. The concept of information app
vidual messages (as the concept of meaning Would) but rather
to the 31tuat10n as a Whole the unit 1nf0rmatlon indicating that

The two messages between which one must choose, in such a

selection, can be anything one likes. One might be the text of the
King James Version of the Bible, and the other might be “Yes.’
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The transmitter might code these two messages so that “zero” is
the signal for the first, and “one” the signal for the second; or so
that a closed circuit (current flowing) is the signal for the first,
and an open circuit (no current flowing) the signal for the sec-
ond. Thus the two positions, closed and open, of a simple relay,
might correspond to the two messages.

To be somewhat more definite, the amount of information is
defined, in the simplest cases, to be measured by the logarithm of
the number of available choices. It being convenient to use log-
arithms?® to the base 2, rather than common or Briggs’ logarithm
to the base 10, the information, when there are only two choices,
is proportional to the logarithm of 2 to the base 2. But this is
unity; so that a two-choice situation is characterized by informa-
tion of unity, as has already been stated above. This unit of
information is called a “bit,” this word, first suggested by John
W. Tukey, being a condensation of “binary digit.” When num-
bers are expressed in the binary system there are only two digits,
namely 0 and 1; just as ten digits, 0 to 9 inclusive, are used in
the decimal number system which employs 10 as a base. Zero
and one may be taken symbolically to represent any two choices,
as noted above; so that “binary digit”’ or “bit” is natural to asso-
ciate with the two-choice situation which has unit information.

If one has available say 16 alternative messages among which

*When m® = y, then z is said to be the logarithm of y to the base m.
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one says that this situation is characterized by 4 bits of infor-

mation.

ueer, when one first meets it, that informa-

logarithm of the number of choices. But in
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neory, it becomes more and more obvious
that logarithmic measures are in fact the natural ones. At the
moment, only one indication of this will be given. It was men-
tioned above that one simple on-or-off relay, with its two posi-

tions labeled, say, 0 and 1 respectively, can handle a unit infor-
matinn aitiiadinm 13nm warkinh LL AAAAAA . WO 1message ¢ | RPN TL
Hiaulull situaulull, 111 wrlCll Lerec arce Uul/ LWOU IHHEdSAEE CIIVICCS. 11
one relay can handle unit information, how much can be handled

by say three relays? It seems very reasonable to want to say

that three relays could handle three times as much information
as one. And this indeed is the way it works out if one uses the
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logarithmic definition of lnformatlon. For three relays are capa-
ble of responding to 2% or 8 choices, which symbolically might be
written as 000, 001, 011, 010, 100, 110, 101, 111, in the first of
which all three relays are open, and in the last of which all three
relays are closed. And the logarithm to the base 2 of 23 is 3, so
that the logarithmic measure assigns three units of information
to this situation, just as one would wish. Similarly, doubling the
available time squares the number of possible messages, and
doubles the logarithm; and hence doubles the information if it is
measured logarithmically.

The remarks thus far relate to artificially simple situations
where the information source is free to choose only between sev-
eral definite messages — like a man picking out one of a set of
standard birthday greeting telegrams. A more natural and more
important situation is that in which the information source makes
a sequence of choices from some set of elementary symbols, the
selected sequence then forming the message. Thus a man may
pick out one word after another, these individually selected words
then adding up to form the message.

At this point an important consideration which has been in the
background, so far, comes to the front for major attention.
Namely, the role which probability plays in the generation of the
message. For as the successive symbols are chosen, these choices
are, at least from the point of view of the communication system,
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not 1ndependent but Whlch at any stage of the process, depend

upon the preceding ch01ces Thus, 1f we are concerned with
English speech, and if the last symbol chosen is ‘“the,” then the

probability that the next word be an article, or a verb form other
than a verbal, is very small. This probabilistic influence stretches
over more than two words, in fact. After the three words “in the
event”’ the probability for “that” as the next word is fairly high,
and for “elephant’ as the next word is very low.

That there are probabilities which exert a certain degree of con-
trol over the English language also becomes obvious if one thinks,
for example, of the fact that in our language the dictionary con-

t

tains no words whatsoever in which the initial letter j is followed
by b, e, d, f, g i,k 1,q,r,t, v, w, x, or z; so that the probability
is actually zero that an initial 1 be followed by any of these
letters. Similarly, anyone would agree that the probability is low
for such a sequence of words as “Constantinople fishing nasty
pink.” Incidentally, it is low, but not zero; for it is perfectly
possible to think of a passage in which one sentence closes with
“Constantinople fishing,” and the next begins with “Nasty pink.”
And we might observe in passing that the unlikely four-word
sequence under discussion has occurred in a single good English
sentence, namely the one above.

A system which produces a sequence of symbols (which may,
of course, be letters or musical notes, say, rather than words)
according to certain probabilities is called a stochastic process,
and the special case of a stochastic process in which the proba-
bilities depend on the previous events, is called a Markoff process
or a Markoff chain. Of the Markoff processes which might con-
ceivably generate messages, there is a special class which is of
primary importance for communication theory, these being what
are called ergodic processes. The analytical details here are com-
plicated and the reasoning so deep and involved that it has taken
some of the best efforts of the best mathematicians to create the
associated theory; but the rough nature of an ergodic process is
easy to understand. It is one which produces a sequence of sym-
bols which would be a poll-taker’s dream, because any reasonably
large sample tends to be representative of the sequence as a
whole. Suppose that two persons choose samples in different
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show as the samples become larger. If the situation is ergodie,

then those two persons, however they may have chosen their

samples, agree in their estimates of the properties of the whole.
] in other words. exhibit a particularlv safe and
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I'ow let us return to the idea of information. When we have
an information source which is producing a message by succes-
sively selecting discrete symbols (letters, words, musical notes,

ots of a certain size, etc.), the probability of choice of the
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the previous choices (i.e., a Markoff process), what about the
information associated with this procedure?
The quantity Which uniquely meets the natural requirements

that one sets up for “information’”’ turns out to be exactlv that
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which is known in thermodynamlcs as entropy. It is expressed in
terms of the various probabilities involved — those of getting to
certain stages in the process of forming messages, and the proba-
bilities that, when in those stages, certain symbols be chosen
next. The formula, moreover, involves the logarithm of probabil-
ities, so that it is a natural generalization of the logarithmic
measure spoken of above in connection with simple cases.

To those who have studied the physical sciences, it is most
significant that an entropy-like expression appears in the theory
as a measure of information. Introduced by Clausius nearly one
hundred years ago, closely associated with the name of Boltz-
mann, and given deep meaning by Gibbs in his classic work on
statistical mechanics, entropy has become so basic and pervasive
a concept that Eddington remarks “The law that entropy always
increases — the second law of thermodynamics — holds, I think,
the supreme position among the laws of Nature.”

In the physical sciences, the entropy associated with a situa-
tion is a measure of the degree of randomness, or of “shuffled-
ness” if you will, in the situation; and the tendency of physical
systems to become less and less organized, to become more and
more perfectly shuffled, is so basic that Eddington argues that
it 1s primarily this tendency which gives time its arrow — which
would reveal to us, for example, whether a movie of the physical
world is being run forward or backward.
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theory, he has a rlght to be rather excited — a rlght to suspect

that one has hold of something that may turn out to be basic and
1mportant That information be measured by entropy is, after all,

natural when we remember that information, in communication
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(98 + y, lb dDDUbldbCu WItll Uné ammounv 01 Ireeaom 01 ¢noice we

have in constructing messages. Thus for a communication source
one can say, just as he would also say it of a thermodynamic
ensemble, “This situation is highly organized, it is not character-

ized by a large degree of randomness or of choice — that is to say,
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point later, for uniess I am quite mistaken, it is an important
aspect of the more general significance of this theory.
Having calculated the entropy (or the information, or the

freedom of choice) of a certain information source. one can com-
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pare this to the maximum value thls entropy could have, subject
only to the condition that the source continue to employ the same
symbols. The ratio of the actual to the maximum entropy is
called the relative entropy of the source. If the relative entropy
of a certain source is, say .8, this roughly means that this source
is, in 1ts choice of symbols to form a message, about 80 per cent
as free as it could possibly be with these same symbols. One
minus the relative entropy is called the redundancy. This is the
fraction of the structure of the message which is determined not
by the free choice of the sender, but rather by the accepted
statistical rules governing the use of the symbols in question. It
is sensibly called redundancy, for this fraction of the message is
in fact redundant in something close to the ordinary sense; that
1s to say, this fraction of the message is unnecessary (and hence
repetitive or redundant) in the sense that if it were missing the
message would still be essentially complete, or at least could be
completed.

It is most interesting to note that the redundancy of English
1s just about 50 per cent,* so that about half of the letters or
words we choose in writing or speaking are under our free choice,
and about half (although we are not ordinarily aware of it) are
really controlled by the statistical structure of the language.

*The 50 per cent estimate accounts only for statistical structure out to
about eight letters, so that the ultimate value is presumably a little higher.
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pone to our final discussion, it is interesting to note that a

language must have at least 50 per cent of real freedom (or
relative entropy) in the choice of letters if one is to be able to

constrhct satisfactory crossword puzzles. If it has complet
le

freedom, then it would be impossible to con-

struct crossword puzzles in such complexity and number as would

make the game popular. Shannon has estimated that if the

English laneuage had onlv about 30 per cent redundancv, then
kEnglish language had only about S0 per cent redundancy, then
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puzzles.

Before closing this section on information, it should be noted
that the real reason that Level A analysis deals with a concept of

information which characterizes the whole statistical nature of
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the information source, and is not concerned with the individual
messages (and not at all directly concerned with the meaning of
the individual messages) is that from the point of view of engi-
neering, a communication system must face the problem of
handling any message that the source can produce. If it is not
possible or practicable to design a system which can handle
everything perfectly, then the system should be designed to
handle well the jobs it is most likely to be asked to do, and
should resign itself to be less efficient for the rare task. This sort
of consideration leads at once to the necessity of characterizing
the statistical nature of the whole ensemble of messages which
a given kind of source can and will produce. And information,
as used in communication theory, does just this.

Although it is not at all the purpose of this paper to be con-
cerned with mathematical details, it nevertheless seems essential
to have as good an understanding as possible of the entropy-like
expression which measures information. If one is concerned, as
in a simple case, with a set of n independent symbols, or a set of n
independent complete messages for that matter, whose probabili-
ties of choice are p,, p.: * * Pu, then the actual expression for
the information 1s

H=—[plogp, + p.logp. + - - -+ pylogpa],
or
H = — 3 p; log p;.
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one is to sum all terms like the typical one, p; log p;, written as

a defining sample.
This looks a little complicated; but let us see how this expres-

sion behaves In some si mple cases
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messages, whose probabilities are then p, for the first and p, = 1

— p, for the other. If one reckons, for this case, the numerical
value of H, it turns out that H has its larges’o value namelv
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choose between the two messages. Just as soon as one message
becomes more probable than the other (p, greater than p., say),
the value of H decreases. And when one message is very probable

(p. almost one and ». almost zero. sav), the value of H i1s verv
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small (almost zero).

In the limiting case where one probability i1s unity (certainty)
and all the others zero (impossibility), then H is zero (no uncer-
tainty at all — no freedom of choice — no information).

Thus H is largest when the two probabilities are equal (i.e.,
when one is completely free and unbiased in the choice), and
reduces to zero when one’s freedom of choice is gone.

The situation just described is in fact typical. If there are
many, rather than two, choices, then H is largest when the prob-
abilities of the various choices are as nearly equal as circum-
stances permit — when one has as much freedom as possible in
making a choice, being as little as possible driven toward some
certain choices which have more than their share of probability.
Suppose, on the other hand, that one choice has a probability
near one so that all the other choices have probabilities near
zero. This is clearly a situation in which one is heavily influenced
toward one particular choice, and hence has little freedom of
choice. And H in such a case does calculate to have a very small
value — the information (the freedom of choice, the uncertainty)
is low.

When the number of cases is fixed, we have just seen that then

*Do not worry about the minus sign. Any probability is a number less
than or equal to one, and the logarithms of numbers less than one are
themselves negative. Thus the minus sign is necessary in order that H be
in fact positive.
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probabilities of the various cases. There is another important way

of increasing H, namely by increasing the number of cases. More
accurately, if all choices are equally likely, the more choices there
are, the larger H will be. There is more “information’” if vo
standar
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the number of symbols it can transmit, but rather in term
imformation it transmits. Or better, since this last phrase lends
itself particularly well to a misinterpretation of the word infor-

mation. the nﬂnnmfv of a channel is to be deseribed in terms of
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its ability to transmlt what is produced out of source of a given
information.

If the source is of a simple sort in which all symbols are of the
same time duration (which is the case, for example, with tele-
type), if the source is such that each symbol chosen represents
s bits of information (being freely chosen from among 2¢ sym-
bA)ls), and if the channel can transmit, say n symbols per second,
then the capacity of C of the channel is defined to be ns bits per
second.

In a more general case, one has to take account of the varying
lengths of the various symbols. Thus the general expression for
capacity of a channel involves the logarithm of the numbers of
symbols of certain time duration (which introduces, of course,
the idea of information and corresponds to the factor s in the
simple case of the preceding paragraph); and also involves
the number of such symbols handled (which corresponds to the
factor n of the preceding paragraph). Thus in the general case,
capacity measures not the number of symbols transmitted per
second, but rather the amount of information transmitted per
second, using bits per second as its unit.

2.4. Coding

At the outset it was pointed out that the transmitter accepts the
message and turns it into something called the signal, the latter
being what actually passes over the channel to the recetver.
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the audible voice signal over into something (the varying elec-

trlcal current on the telephone wire) which is at once clearly
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the signal. It could, for example, take a written

some code to encipher this message into, sa;
: thes

B

essage and use
sequence of
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Thus one says, in general, that the function of the transmitter
18 to encode, and that of the receiver to decode, the message. The
theory provides for very sophisticated transmitters and receivers

—such, for example, as possess ‘“memories,” so that the way
4-1'\1\‘7 Av\anrln nantarn nvvml‘\l\] r\". LLA L2V eYal=ls Ve Tel I'II\Y\I\“AH [ nv\]iv
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upon this one symbol, but also upon previous symbols of the

message and the way they have been encoded.

We are now in a position to state the fundamental theorem,
produced in this theory, for a noiseless channel transmitting
discrete symbols. This theorem relates to a communication chan-
nel which has a capacity of C' bits per second, accepting signals
from a source of entropy (or information) of H bits per second.
The theorem states that by devising proper coding procedures
for the transmitter it is possible to transmit symbols over the
channel at an average rate® which is nearly C'/H, but which, no
matter how clever the coding, can never be made to exceed C/H.

The significance of this theorem is to be discussed more use-
fully a little later, when we have the more general case when
noise is present. For the moment, though, 1t is important to notice
the critical role which coding plays.

Remember that the entropy (or information) associated with
the process which generates messages or signals is determined by
the statistical character of the process — by the various prob-
abilities for arriving at message situations and for choosing, when
in those situations the next symbols. The statistical nature of
messages 1s entirely determined by the character of the source.

®* We remember that the capacity C involves the idea of information trans-
mitted per second, and i1s thus measured in bits per second. The entropy H
here measures information per symbol, so that the ratio of C to H measures
symbols per second.
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by a channel, and hence the entropy in the channel, is deter-

mined both by what one attempts to feed into the channel and

hv the canabilities of the channel to handle different m nal
1
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situations. For t:Xa.luplB, in bcu:g aphy, there have to be spaces
between dots and dots, between dots and dashes, and between
dashes and dashes, or the dots and dashes would not be recog-
nizable.

Now it turns out that when a channel does have certain con-
straints of this sort, which limit complete signal freedom, there
are certain statistical signal characteristics which lead to a signal

antronv whicrh jc larcor than ﬁ- nrnu]r] ho for anv ather atatictical
UIIU‘UP.’ YY A1AvL11 A0 1“‘6\11 viicyvlil 1V YUuUuilu vu 1vui ull‘y vUviivi ouvQavuvivulival

signal structure, and in this important case, the signal entropy
1s exactly equal to the channel capacity.

In terms of these ideas, it is now possible precisely to char-
acterize the most efficient kind of coding, The best transmitter,
in fact, is that which codes the message in such a way that the
signal has just those optimum statistical characteristics which
are best suited to the channel to be used — which in fact maxi-
mize the signal (or one may say, the channel) entropy and make
it equal to the capacity C of the channel.

This kind of coding leads, by the fundamental theorem above,
to the maximum rate C/H for the transmission of symbols. But
for this gain in transmission rate, one pays a price. For rather
perversely it happens that as one makes the coding more and
more nearly ideal, one is forced to longer and longer delays in
the process of coding. Part of this dilemma is met by the fact that
in electronic equipment “long” may mean an exceedingly small
fraction of a second, and part by the fact that one makes a
compromise, balancing the gain in transmission rate against loss
of codinig time.

2.5. Noise

How does noise affect information? Information is, we must
steadily remember, a measure of one’s freedom of choice in select-
ing a message. The greater this freedom of choice, and hence the
greater the information, the greater is the uncertainty that the
message actually selected is some particular one. Thus greater
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hand in hand

If noise 1s introduced, then the received message contains
certain distortions, certain errors, certain extraneous material,

that would certainly lead one to say that the received message
avhihitg hanatian Af ‘-L\q I\#I\q"m ~f tha nAatae an ineroaand 1ITMNanAY_
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tainty. But if the uncertainty is increased, the information is
increased, and this sounds as though the noise were beneficiall
It is generally true that when there is noise, the received signal

exhibits greater information — or better, the recelvpd Slgnﬂl is
an]nq‘*hr] N1t nf O YVinNnvrn 17n~rﬂqr] nq‘- +l\nn 1n l‘\ 4 nv‘m f‘] a1n'\r\ ]
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This is a situation which beautifully illustrates the semantic trap

into which one can fall if he does not remember that “informa-

tion” is used here with a special meaning that measures freedom
of choice and hence nnnor’rmnfv as to what choice has been made.

It is therefore possible for the word information to have either
good or bad connotations. Uncertainty which arises by virtue of
freedom of choice on the part of the sender is desirable uncer-
tainty. Uncertainty which arises because of errors or because of
the influence of noise is undesirable uncertainty.

It is thus clear where the joker is in saying that the received
signal has more information. Some of this information is spurious
and undesirable and has been introduced via the noise. To get
the useful information in the received signal we must subtract
out this spurious portion.

Before we can clear up this point we have to stop for a little
detour. Suppose one has two sets of symbols, such as the message
symbols generated by the information source, and the signal
symbols which are actually received. The probabilities of these
two sets of symbols are interrelated, for clearly the probability
of recelving a certain symbol depends upon what symbol was
sent. With no errors from noise or from other causes, the received
signals would correspond precisely to the message symbols sent;
and in the presence of possible error, the probabilities for received
symbols would obviously be loaded heavily on those which cor-
respond, or closely correspond, to the message symbols sent.

Now in such a situation one can calculate what is called the
entropy of one set of symbols relative to the other. Let us, for
example, consider the entropy of the message relative to the
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mvolved here without going into some detail. Suppose for the

moment that one knows that a certain signal symbol has actually
been recelved Then each message symbol takes on a certain

b_yuxbulb sim lar
others. Using this set of prooabumes, one calculates a tentative
entropy value. This is the message entropy on the assumption
of a deﬁmte known recelved or signal svmbol Under any good
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heavily loaded on one or a few cases. Its value would be zero
(see page 13) in any case where noise was completely absent,
for then, the signal symbol being known, all message probablhtles

would be zero excent for one svmbol (namelv the one received)

ould be zero except for one symbol (namely the one received),
which would have a probability of unity.

For each assumption as to the signal symbol received, one can
calculate one of these tentative message entropies. Calculate all
of them, and then average them, weighting each one in accordance
with the probability of the signal symbol assumed in calculating
it. Entropies calculated in this way, when there are two sets of
symbols to consider, are called relative entropies. The particular
one just described is the entropy of the message relative to the
signal, and Shannon has named this also the equivocation.

From the way this equivocation is calculated, we can see what
its significance is. It measures the average uncertainty in the
message when the signal s known. If there were no noise, then
there would be no uncertainty concerning the message if the
signal is known. If the information source has any residual
uncertainty after the signal is known, then this must be unde-
sirable uncertainty due to noise.

The discussion of the last few paragraphs centers around the
quantity ‘“the average uncertainty in the message source when the
received signal is known.” It can equally well be phrased in terms
of the similar quantity ‘“the average uncertainty concerning the
received signal when the message sent is known.” This latter
uncertainty would, of course, also be zero if there were no noise.

As to the interrelationship of these quantities, it is easy to
prove that

H(z) — H,(x) = H(y) — H.(y)
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sages; H(y) the entropy or information of received signals;

H,(x) the equivocation, or the uncertainty in the message source
if the signal be known; H,(y) the uncertainty in the received

51gnals if the messages sent be known, or the spurious part of the
AAAAAAAA A al v fAarrmatinnr wxrhenh 2 Aiva 44 mmtcen Mha searhd o334
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of this equation is the useful information which is transmitted in

spite of the bad effect of the noise.

It is now possible to explain what one means by the capacity
C of a n01sy channel. It is, in fact, defined to be equal to the
A 0w T T Wit per connmnnAd)Y ai ssrhialh cionfiil i P adian
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(1.e., total uncertamty minus noise uncertainty) can be trans-
mitted over the channel.
Whv does one speak, here, of a “maximum” rate? What can

ne Hn that 'IQ to make this rate larger or smaller? The answer
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18 that one can affect this rate by choosmg a source whose
statistical characteristics are suitably related to the restraints
imposed by the nature of the channel. That is, one can maximize
the rate of transmitting useful information by using proper coding
(see pages 16-17).

And now, finally, let us consider the fundamental theorem for
a noisy channel. Suppose that this noisy channel has, in the sense
just described, a capacity C, suppose it is accepting from an
information source characterized by an entropy of H(z) bits
per second, the entropy of the received signals being H (y) bits
per second. If the channel capacity C is equal to or larger than
H(z), then by devising appropriate coding systems, the output
of the source can be transmitted over the channel with as little
error as one pleases. However small a frequency of error you
specify, there 1s a code which meets the demand. But if the
channel capacity C is less than H (x), the entropy of the source
from which it accepts messages, then it is impossible to devise
codes which reduce the error frequency as low as one may please.

However clever one is with the coding process, it will always
be true that after the signal is received there remains some un-
desirable (noise) uncertainty about what the message was; and
this undesirable uncertainty — this equivocation — will always
be equal to or greater than H(x) — C. Furthermore, there is
always at least one code which is capable of reducing this
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which exceeds H () — C by an arbltrarlly small amount.

The most mmportant aspect, of course, is that the minimum
undesirable or spurious uncertainties cannot be reduced further,

no matter how complicated or appropriate the coding process
Mhis nnxxranfisl 4-1\ nnnnnnnnnnnnnnnn and almnct gtandlinolsr
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simple description of the utmost dependability one can ever
obtain from a communication channel which operates in the
presence of noise.

One practical consequence, pointed out by Shannon, should be
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be possible to save about one-half the time of ordinary telegraphy
by a proper encoding process, provided one were going to transmit
over a noiseless channel. When there is noise on a channel, how-

ever, there 1s some real advantage 1n not using a coding process
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that eliminates all of the redundancy. For the remaining redun-
dancy helps combat the noise. This is very easy to see, for just
because of the fact that the redundancy of English is high, one
has, for example, little or no hesitation about correcting errors in
spelling that have arisen during transmission.

2.6. Continuous Messages

Up to this point we have been concerned with messages formed
out of discrete symbols, as words are formed of letters, sentences
of words, a melody of notes, or a halftone picture of a finite
number of discrete spots. What happens to the theory if one
considers continuous messages, such as the speaking voice with its
continuous variation of pitch and energy?

Very roughly one may say that the extended theory is some-
what more difficult and complicated mathematically, but not
essentially different. Many of the above statements for the
discrete case require no modification, and others require only
minor change.

One circumstance which helps a good deal is the following. As
a practical matter, one is always interested in a continuous
signal which is built up of simple harmonic constituents of not all
frequenctes, but rather of frequencies which lie wholly within
a band from zero frequency to, say, a frequency of W cycles per
second. Thus although the human voice does contain higher fre-
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a telephone channel that handles frequencies only up to, say four

thousand. With frequencies up to ten or twelve thousand, high
fidelity radio transmission of symphonic music is possible, etc.

There is a very convenient mathematical theorem which states
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In frequency to the range from 0 to W, can be completely speci-
fied by stating 2TW numbers. This is really a remarkable

theorem. Ordinarily a continuous curve can be only aDDrox1-

mately characterized by stating any finite number of points
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be required for complete information about the curve. But if the
curve is built up out of simple harmonic constituents of a limited
number of frequencies, as a complex sound is built up out of a

limited number of pure tones. then a finite number of parameters
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is all that 1s necessary. This has the powerful advantage of
reducing the character of the communication problem for con-
tinuous signals from a complieated situation where one would
have to deal with an infinite number of variables to a consider-
ably simpler situation where one deals with a finite (though
large) number of variables.

In the theory for the continuous case there are developed
formulas which describe the maximum capacity C of a channel of
frequency bandwidth W, when the average power used in trans-
mitting is P, the channel being subject to a noise of power N,
this noise being “white thermal noise” of a special kind which
Shannon defines. This white thermal noise is itself band limited
in frequency, and the amplitudes of the various frequency con-
stituents are subject to a normal (Gaussian) probability distri-
bution. Under these circumstances, Shannon obtains the theorem,
again really quite remarkable in its simplicity and its scope,
that it is possible, by the best coding, to transmit binary digits at
the rate of

P+ N
N

bits per second and have an arbitrarily low frequency of error.
But this rate cannot possibly be exceeded, no matter how clever
the coding, without giving rise to a definite frequency of errors.
For the case of arbitrary noise, rather than the special “white

W log.
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deriving one exphclt formula for channel capacity, but does ob-

tain useful upper and lower limits for channel capacity. And he

also derives limits for channel capacity when one specifies not
the average power of the frnnqmﬂ‘fm' but rather the neak
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Finally it should be stated that Shannon obtains results which
are necessarily somewhat less specific, but which are of obviously
deep and sweeping significance, which, for a general sort of con-

tinuous messace or sional characterize the fidelitv of the received
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information, rate of transmission, and channel capacity, all o
these being relative to certain fidelity requirements.

3

The Interrelationship of the Three Levels
of Communication Problems

3.1. Introductory

In the first section of this paper it was suggested that there are
three levels at which one may consider the general communication
problem. Namely, one may ask:

Lever A. How accurately can the symbols of communication be
transmitted ?

Lever B. How precisely do the transmitted symbols convey the
desired meaning?

LeveL C. How effectively does the received meaning affect con-
duct in the desired way?

It was suggested that the mathematical theory of communica-
tion, as developed by Shannon, Wiener, and others, and particu-
larly the more definitely engineering theory treated by Shannon,
although ostensibly applicable only to Level A problems, actu-
ally is helpful and suggestive for the level B and C problems.
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theory is, what concepts it develops, what results it has obtamed

It is the purpose of this concluding section to review the situa-

tion, and see to what extent and in what terms the original
section was justified in indicating that the progress made at Level
A is capable of contributing to levels B and C, was justified in

indicating that the interrelation of the three levels is so con-
siderable that one’s final conclusion may be that the separation
into the three levels is really artificial and undesirable.

3.2. Generality of the Theoty at Level A

The obvious first remark, and indeed the remark that carries the
major burden of the argument, is that the mathematical theory
is exceedingly general in its scope, fundamental in the problems

1t treats. and of classic simplicitv and power in the results it
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reaches.

This is a theory so general that one does not need to say what
kinds of symbols are being considered — whether written letters
or words, or musical notes, or spoken words, or symphonic music,
or pictures. The theory is deep enough so that the relationships it
reveals indiscriminately apply to all these and to other forms of
communication. This means, of course, that the theory is suffi-
ciently imaginatively motivated so that it is dealing with the
real inner core of the communication problem — with those basic
relationships which hold in general, no matter what special form
the actual case may take.

It is an evidence of this generality that the theory contributes
importantly to, and in fact is really the basic theory of cryptog-
raphy which is, of course, a form of coding. In a similar way,
the theory contributes to the problem of translation from one
language to another, although the complete story here clearly
requires consideration of meaning, as well as of information.
Similarly, the ideas developed in this work connect so closely
with the problem of the logical design of great computers that
it 1s no surprise that Shannon has just written a paper on the
design of a computer which would be capable of playing a
skillful game of chess. And it is of further direct pertinence to
the present contention that this paper closes with the remark
that either one must say that such a computer “thinks,” or one
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verb “to think.”

As a second point, it seems clear that an important contribu-
tion has been made to any possible general theory of communlca-

tion by the formalization on which the prese
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it i1s done at the outset of this theory; but this breakdown of the
situation must be very deeply sensible and appropriate, as one
becomes convinced whe he sees how smoothly and generallv this
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additions to the schematic diagram on page 7, but it seems
equally likely that what is required are minor additions, and no
real revision.

Thus when one moves to levnle R and (' 1t mav nrove to be
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essential to take account of the statistical characteristics of the
destination. One can imagine, as an addition to the diagram,
another box labeled “Semantic Receiver” interposed between the
engineering receiver (which changes signals to messages) and the
destination. This semantic receiver subjects the message to a
second decoding, the demand on this one being that it must
match the statistical semantic characteristics of the message to
the statistical semantic capacities of the totality of receivers, or
of that subset of receivers which constitute the audience one
wishes to affect.

Similarly one can imagine another box in the diagram which,
inserted between the information source and the transmitter,
would be labeled “semantic noise,” the box previously labeled as
simply “noise”” now being labeled “engineering noise.” From this
source is imposed into the signal the perturbations or distortions
of meaning which are not intended by the source but which
inescapably affect the destination. And the problem of semantic
decoding must take this semantic noise into account. It is also
possible to think of an adjustment of original message so that the
sum of message meaning plus semantic noise is equal to the
desired total message meaning at the destination.

Thirdly, it seems highly suggestive for the problem at all levels
that error and confusion arise and fidelity decreases, when, no
matter how good the coding, one tries to crowd too much over a



Some Recent Contributions: Weaver 27

will surely have to take into account not only the capacity of the

channel but also (even the words are right!) the capacity of the
audience. If one tries to overcrowd the capacity of the audience,

1t is probably true, by direct analogy, that you do not, so to
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spilling. More likely, and again by direct analogy, if you over-
crowd the capacity of the audience you force a general and
inescapable error and confusion.

Fourthly, it is hard to believe that levels B and C do not have
vrra ks learn from. and RN not have the apbroach to their
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problems usefully oriented by, the development in this theory
of the entropic ideas in relation to the concept of information.
The concent of information developed in this theory at first

nothlng to do Wlth meaning, and blzarre because it deals not
with a single message but rather with the statistical character of
a whole ensemble of messages, bizarre also because in these sta-
tistical terms the two words information and uncertainty find
themselves to be partners.

I think, however, that these should be only temporary reac-
tions; and that one should say, at the end, that this analysis has
so penetratingly cleared the air that one is now, perhaps for the
first time, ready for a real theory of meaning. An engineering
communication theory is just like a very proper and discreet girl
accepting your telegram. She pays no attention to the meaning,
whether it be sad, or joyous, or embarrassing. But she must be
prepared to deal with all that come to her desk. This 1dea that a
communication system ought to try to deal with all possible
messages, and that the intelligent way to try is to base design on
the statistical character of the source, is surely not without
significance for communication in general. Language must be
designed (or developed) with a view to the totality of things that
man may wish to say; but not being able to accomplish every-
thing, it too should do as well as possible as often as possible.
That is to say, it too should deal with its task statistically.

The concept of the information to be associated with a source
leads directly, as we have seen, to a study of the statistical struc-
ture of language; and this study reveals about the English lan-
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to students of every phase of language and commumcatlon The

idea of utilizing the powerful body of theory concermng Markoff

t
has the vague feeling that information and meaning
may prove to be something like a pair of canonically conjugate

varlables in quantum theory, they being sublect to some joint
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r s meaning may be shown to be analogous to one of

quantities on which the entropy of a thermodynamic ensemble
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ton has already been quoted in this connection, but there is
another passage in “The Nature of the Physical World” which
seems particularly apt and suggestive:

Suppose that we were asked to arrange the following in two cate-
gories — distance, mass, electric force, entropy, beauty, melody.

I think there are the strongest grounds for placing entropy along-
side beauty and melody, and not with the first three. Entropy is only
found when the parts are viewed in association, and it is by viewing
or hearing the parts in association that beauty and melody are dis-
cerned. All three are features of arrangement. It is a pregnant
thought that one of these three associates should be able to figure as
a commonplace quantity of science. The reason why this stranger
can pass itself off among the aborigines of the physical world is that
it is able to speak their language, viz., the language of arithmetic.

I feel sure that Eddington would have been willing to include
the word meaning along with beauty and melody; and I suspect
he would have been thrilled to see, in this theory, that entropy
not only speaks the language of arithmetic; it also speaks the
language of language.



By Claude E. Shannon
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ratio has intensified the interest in a general theory of communi-
cation. A basis for such a theory is contained in the important
papers of Nyquist' and Hartley? on this subject. In the present
paper we will extend the theory to include a number of new
factors, in particular the effect of noise in the channel, and the
savings possible due to the statistical structure of the original
message and due to the nature of the final destination of the
information.

The fundamental problem of communication is that of repro-
ducing at one point either exactly or approximately a message
selected at another point. Frequently the messages have meaning;
that is they refer to or are correlated according to some system
with certain physical or conceptual entities. These semantic
aspects of communication are irrelevant to the engineering prob-
lem. The significant aspect is that the actual message is one
selected from a set of possible messages. The system must be
designed to operate for each possible selection, not just the one
which will actually be chosen since this is unknown at the time
of design.

! Nyquist, H., “Certain Factors Affecting Telegraph Speed,” Bell System
Technical Journal, April 1924, p. 324; “Certain Topics in Telegraph Trans-
mission Theory,” A.I.E.E. Trans., v. 47, April 1928, p. 617.

> Hartley, R. V. L. “Transmission of Information,” Bell System Technical
Journal, July 1928, p. 535.
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or any monotonic function of this number can be regarded as a

measure of the information produced when one message is chosen
from the set, all choices being equ HV likely. Aq was pointed out
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Although this definition must be generalized consmerably w
we consider the influence of the statistics of the message and

when we have a continuous range of messages, we will in all
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The ogari hmic measure is more convenient for various
reasons:
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importance such as time, bandwidth, number of relays, etc., tend
to vary linearly with the logarithm of the number of pOSSlblhtleS.
For example, adding one relay to a group doubles the number of
possible states of the relays. It adds 1 to the base 2 logarithm
of this number. Doubling the time roughly squares the number of

possible messages, or doubles the logarithm, etc.

2. It is nearer to our intuitive feeling as to the proper measure.
This is closely related to (1) since we intuitively measure
entities by linear comparison with common standards. One feels,
for example, that two punched cards should have twice the
capacity of one for information storage, and two identical chan-
nels twice the capacity of one for transmitting information.

3. It is mathematically more suitable. Many of the limiting
operations are simple in terms of the logarithm but would require
clumsy restatement in terms of the number of possibilities.

The choice of a logarithmic base corresponds to the choice of
a unit for measuring information. If the base 2 is used the
resulting units may be called binary digits, or more briefly bits, a
word suggested by J. W. Tukey. A device with two stable posi-
tions, such as a relay or a flip-flop circuit, can store one bit of
information. N such devices can store N bits, since the total
number of possible states is 27 and log, 2¥ = N. If the base 10 is
used the units may be called-decimal digits. Since

log, M = log,o M /log, 2
= 3.32 log,, M,
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puting machine has ten stable positions and therefore has a

storage capacity of one decimal digit. In analytical work where
integration and differentiation are involved the base e is some-

+
%
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natural units. Change from the base a to base b merely requires

fvnoe indiratad anhoamatinallyy in Fioc 1 T+ sancicte nf accontiriallvy
v t.l d11A4lv v uu DULLUILJ“ULU“.[IJ 411 A 18. Fe AV UULLOIOULD Ul \/DJU\/LI.UAWALJ
Vad y]
five parts

1. An information source which produces a message or sequence
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in a telegraph or teletype system; (b) A single function of time
f(t) as in radio or telephony; (¢) A function of time and other
variables as in black and white television — here the message
may be thought of as a function f (z, y, t) of two space coordi-
nates and time, the light intensity at point (z, y) and time ¢ on a
pickup tube plate; (d) Two or more functions of time, say
f(t), g(t), h(t) — this i1s the case in ‘“three-dimensional” sound
transmission or if the system is intended to service several indi-
vidual channels in multiplex; (e) Several functions of several
variables —in color television the message consists of three
functions f(z, y, t), g(z, y, t), h(x, y, t) defined in a three-
dimensional continuum — we may also think of these three func-
tions as components of a vector field defined in the region —
similarly, several black and white television sources would pro-
duce “messages” consisting of a number of functions of three
variables; (f) Various combinations also occur, for example in
television with an associated audio channel.

2. A transmatter which operates on the message in some way to
produce a signal suitable for transmission over the channel. In
telephony this operation consists merely of changing sound pres-
sure into a proportional electrical current. In telegraphy we have
an encoding operation which produces a sequence of dots, dashes
and spaces on the channel corresponding to the message. In a
multiplex PCM system the different speech functions must be
sampled, compressed, quantized and encoded, and finally inter-
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operations applied to the message to obtain the signal.

3. The channel is merely the medium used to transmit the
signal from transmitter to receiver. It may be a pair of wires, a
coaxial cable, a band of radio frequencies, a beam of light, etc.
During transmission, or at one of the terminals, the signal may
be perturbed by noise. This is indicated schematically in Fig. 1
by the noise source acting on the transmitted signal to produce
the received signal.

4. The receiver ordinarily performs the inverse operation of
that done by the transmitter, reconstructing the message from
the signal.

5. The destination is the person (or thing) for whom the mes-
sage is intended.

We wish to consider certain general problems involving com-
munication systems. To do this it is first necessary to represent
the various elements involved as mathematical entities, suitably
idealized from their physical counterparts. We may roughly
classify communication systems into three main categories:
discrete, continuous and mixed. By a discrete system we will
mean one in which both the message and the signal are a sequence
of discrete symbols. A typical case is telegraphy where the mes-
sage 1s a sequence of letters and the signal a sequence of dots,
dashes and spaces. A continuous system is one in which the
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e.g., radio or television. A mixed system is one in which both

discrete and continuous variables appear, e.g., PCM transmission
of speech.

We fir 1 he dis . This case has applications
mnat Aanlyy v A n'nn+:nn thanver hit alan 1 +bha thanvey Af
1Uv VU lly 111 \,Ullllllull vavivll bllCUl‘)’, uuv aldu 111 uvll© Uulilcul vl
computing machines, the design of telephone exchanges and other

fields. In addition the discrete case forms a foundation for the

continuous and mixed cases which will be treated in the second
half of the paper
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1. The Discrete Noiseless Channel

Teletype and telegraphy are two simple examples of a discrete
channel for transmitting information. Generally, a discrete chan-
nel will mean a system whereby a sequence of choices from a
finite set of elementary symbols S, -+ - - S, can be transmitted
from one point to another. Each of the symbols S; is assumed to
have a certain duration in time ¢; seconds (not necessarily the
same for different S;, for example the dots and dashes in teleg-
raphy). It is not required that all possible sequences of the S; be
capable of transmission on the system; certain sequences only
may be allowed. These will be possible signals for the channel.
Thus in telegraphy suppose the symbols are: (1) A dot, consist-
ing of line closure for a unit of time and then line open for a unit
of time; (2) A dash, consisting of three time units of closure
and one unit open; (3) A letter space consisting of, say, three
units of line open; (4) A word space of six units of line open. We
might place the restriction on allowable sequences that no spaces
follow each other (for if two letter spaces are adjacent, they are
identical with a word space). The question we now consider 1s
how one can measure the capacity of such a channel to transmit
information.

In the teletype case where all symbols are of the same duration,
and any sequence of the 32 symbols is allowed, the answer is easy.
Each symbol represents five bits of information. If the system
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channel has a capacity of 5n bits per second. This does not mean

that the teletype channel will always be transmitting information

not the actual rate reaches this maximum depends on the source
~F snfAarrmiatinn swrhinh fan 1N nn JE— nw latan
Ul 1li1viiilavivll wilillIil 1 1 lalcl.

constraints on the allowed sequences, we make the following
definition: The capacity C of a discrete channel is given by

log N(T)
C = Lim -
T 1
where N (T) is the number of allowed signals of duration 7.
T4 3a naailsr cannn +hat v tha +alatcrngs nacn +thia nadivnng 4~ +han
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previous result. It can be shown that the limit in question will

exist as a finite number in most cases of interest. Suppose all
sequences of the symbols S;, - - - , S, are allowed and these
symbols have durations t,, - - - , t,. What is the channel
capacity? If N (t) represents the number of sequences of duration
t we have

N{)=N({it—t) +N{E—t)+ -+ N({—t).

The total number is equal to the sum of the numbers of sequences
ending in S;, S;, - - + , S, and these are N(t — t,), N(t — t,),

-, N(t — t,), respectively. According to a well-known result
in finite differences, N(t) is the asymptotic for large ¢t to AX¢
where A is constant and X, is the largest real solution of the
characteristic equation:

X4+ X4+  +Xt=1
and therefore

log AXs
T
In case there are restrictions on allowed sequences we may still
often obtain a difference equation of this type and find C from
the characteristic equation. In the telegraphy case mentioned
above
N({@)=N({t—2) +N({t—4) +N({t—5)+Nt—17)
+ N(t —8) + N(t — 10)

C = %im = log X,.
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last or next to the last symbol occurring. Hence C 1s — log u,

where p, is the positive root of 1 = p2 + u* + p® + u” + p® +
uto, invlno' this we find C = 0.539

ail (299 T aaiila T SUU .

A very general type of restriction which may placed on
allowed sequences is the following: We imagine a number of
possible. states a,, a;, -+ -+ -, am. For each state only certam

symbols from the set S,
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subsets for the different states). When one of these has been
transmitted the state changes to a new state depending both on

the old state and the particular symbol transmitted. The tele-

graph case 1s a simple example of this. There are two states
Aarandsnag A~ sxrhathnan Arn b a anrans xrao LL,\ Tact avrrnhnl duaoe
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mitted. If so, then only a dot or a dash can be sent next and the

state always changes. If not, any symbol can be transmitted and
the state changes if a space is sent, otherwise it remains the same.
The conditions can be indicated in a linear graph as shown in
Fig. 2. The junction points correspond to the states and the lines
indicate the symbols possible in a state and the resulting state.
In Appendix 1 it is shown that if the conditions on allowed
sequences can be described in this form C will exist and can be
calculated in accordance with the following result:

Theorem 1: Let bSy be the duration of the stt symbol which is
allowable 1n state v and leads to stage j. Then the channel ca-
pacity C s equal to log W where W 1s the largest real root of the
determinantal equation.:

IZW_b'(:)— 0sj | =0
where 8;; = 1 1f 1 = j and is zero otherwise.

DASH

S

WORD SPACE

,
N

DASH

Fig. 2. — Graphical representation of the constraints on telegraph symbols.



Discrete Noiseless Systems 39

| —1 W2+ W) |

i (W2 + W) (W24 W+—1) |

On expansion this leads to the equation given above for this set
of constraints.

2. The Discrete Source of Information

We have seen that under very general conditions the logarithm
Af +tha nitrmhar AF rwAcos ~ anala 1n anvrata rhannal in

of the number of puamb}c mgua}b in a discrete \;hauucl INnereases

linearly with time. The capacity to transmit information can be
specified by giving this rate of increase, the number of bits per
second required to specify the particular signal used.

We now consider the information source. How is an information
source to be described mathematically, and how much informa-
tion in bits per second is produced in a given source? The main
point at issue is the effect of statistical knowledge about the
source in reducing the required capacity of the channel, by the
use of proper encoding of the information. In telegraphy, for
example, the messages to be transmitted consist of sequences of
letters. These sequences, however, are not completely random.
In general, they form sentences and have the statistical structure
of, say, English. The letter E occurs more frequently than Q,
the sequence TH more frequently than XP, etc. The existence of
this structure allows one to make a saving in time (or channel
capacity) by properly encoding the message sequences into signal
sequences. This i1s already done to a limited extent in telegraphy
by using the shortest channel symbol, a dot, for the most common
English letter E; while the infrequent letters, Q, X, Z are repre-
sented by longer sequences of dots and dashes. This idea is
carried still further in certain commercial codes where common
words and phrases are represented by four- or five-letter code
groups with a considerable saving in average time. The stand-
ardized greeting and anniversary telegrams now in use extend
this to the point of encoding a sentence or two into a relatively
short sequence of numbers.

We can think of a discrete source as generating the message,
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certain probablhtles depending, in general, on preceding ch01ces

as well as the particular symbols in question. A physical system,
or a mathematical model of a system which nroduces such a

ili n
to er a discrete source, there-
fore, to be represented by a stochastic process. Conversely, any
stochastic process which produces a discrete sequence of symbols
chosen from a finite set may be considered a discrete source.

Th‘q ‘XT}]] ‘lnn l'] Q11 }\ naQog aqQ-*
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1. Natural written languages such as English, German, Chinese.

rmation sources that have been rendered dis-
crete by some quantizing process. For example, the quantized
speech from a PCM transmitter, or a quantized television

signal.
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3. Mathematical cases where we merely define abstractly a
stochastic process which generates a sequence of symbols. The
following are examples of this last type of source.

(A) Suppose we have five letters A, B, C, D, E which are chosen
each with probability .2, successive choices being independ-
ent. This would lead to a sequence of which the following
1s a typical example.

BDCBCECCCADCBDDAAECEEAABBD
AEECACEEBAEECBCEAD.

This was constructed with the use of a table of random
numbers.4

(B) Using the same five letters let the probabilities be 4, .1, .2,
2, .1, respectively, with successive choices independent. A
typical message from this source is then:

AAACDCBDCEAADADACEDAEADCA
BEDADDCECAAAAAD.

(C) A more complicated structure is obtained if successive
symbols are not chosen independently but their probabilities

3 See, for example, S. Chandrasekhar, “Stochastic Problems in Physics and
Astronomy,” Reviews of Modern Physics, v. 15, No. 1, January 1943, p. 1.
* Kendall and Smith, Tables of Random Sampling Numbers, Cambridge,
1939.
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a choice depends only on the preceding letter and not on

ones before that. The statistical structure can then be de-
scribed by a set of transition probabilities p; (), the prob-

ability that letter 7 is followed by letter j. The md 1 and
a4 manogn ~sraor all LLA oot hla o l\l\]m A aconnnd amiiizra Tan 4-
J range OvVer ail tneé possinie Symoois. A secona cquxvam iU
way of specifying the structure is to give the ‘“digram”
probablhtles p(1,7), , the relative frequency of the di-
gram ¢ j. The letter frequenmes p(t), (the probability of
lettar 1\ the transition nrobabilities ».(7) and the digram
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As a specific example suppose there are three letters A, B,
C with the probability tables:

pi(J) J T | p(7) p(2,7) J
A B C A B C
Alo 5 3 Al 0 « %
i Bl 5 O B |4 i — 5 0
Cls 3 = C|+ Cle —w

A typical message from this source is the following:

ABBABABABABABABBBABBBBBABA
BABABABBBACACABBABBBBABBAB
ACBBBABA.

The next increase in complexity would involve trigram
frequencies but no more. The choice of a letter would de-
pend on the preceding two letters but not on the message
before that point. A set of trigram frequencies p(z, j, k) or
equivalently a set of transition probabilities p;;(k) would
be required. Continuing in this way one obtains successively
more complicated stochastic processes. In the general n-gram
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: babilit iy s :
transition probabilities p;, 5, - * -, i_ (Zx) 1s required to
specify the statistical structure.
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text consistmg f a sequenc f words.” Suppose there are

five letters A, C D, E and “words” in the language
abl

N’

with associated Drob lities:
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.04 ADEB .04 BED .05 CEED .15 DEED

.05 ADEE .02 ,BEED .08 DAB .01 EAB

.01 BADD 05 CA .04 DAD 05 EE
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are separated by a space. A typicai message might

DAB EE A BEBE DEED DEB ADEE ADEE EE DEB
BEBE BEBE BEBE ADEE BED DEED DEED CEED
ADEE A DEED DEED BEBE CABED BEBE BED DAB
DEED ADEB.

If all the words are of finite length this process is equivalent
to one of the preceding type, but the description may be
simpler in terms of the word structure and probabilities. We
may also generalize here and introduce transition probabil-
ities between words, etc.

These artificial languages are useful in constructing simple
problems and examples to illustrate various possibilities. We can
also approximate to a natural language by means of a series of
simple artificial languages. The zero-order approximation is ob-
tained by choosing all letters with the same probability and in-
dependently. The first-order approximation is obtained by choos-
ing successive letters independently but each letter having the
same probability that it has in the natural language.® Thus, in
the first-order approximation to English, E is chosen with prob-
ability .12 (its frequency in normal English) and W with proba-
bility .02, but there i1s no influence between adjacent letters and
no tendency to form the preferred digrams such as TH, ED, etec.

* Letter, digram and trigram frequencies are given in Secret and Urgent by
Fletcher Pratt, Blue Ribbon Books, 1939. Word frequencies are tabulated
in Relatwe Frequency of English Speech Sounds, G. Dewey, Harvard Uni-
versity Press, 1923.
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Oll,

duced. After a letter is chosen, the next one 1s chosen in accord-

ance with the frequencies with which the various letters follow
the first one. This requires a table of digram frequencies p; (7).

In the third-order approximation, trigram structure is introduced
anh 1atdan 30 nlhnann P AN PG A B S pRpRIE Aty AR IR R B
LaCll 1eLuel 15 CHIOUSCIL WILIL Pprupavliltles willCll dcpcelid Ol ulle pre-

ceding two letters.

3. The Series of Approximations to English

To give a visual idea of how this series of processes approaches a
language, typical sequences in the approximations to English

have been constructed and are given below. In all cases we have
)
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€
1. Zero-order approximation (symbols independent and equi-
probable).
XFOML RXKHRJFFJUJ ZLPWCFWKCYJ FFJEYV-
KCQSGHYD QPAAMKBZAACIBZLHJQD.

2. First-order approximation (symbols independent but with
frequencies of English text).
OCRO HLI RGWR NMIELWIS EU LL NBNESEBYA
TH EEI ALHENHTTPA OOBTTVA NAH BRL.

3. Second-order approximation (digram structure as in Eng-
lish).
ON IE ANTSOUTINYS ARE T INCTORE ST BE S
DEAMY ACHIN D ILONASIVE TUCOOWE AT TEA-
SONARE FUSO TIZIN ANDY TOBE SEACE CTISBE.

4. Third-order approximation (trigram structure as in English).
IN NO IST LAT WHEY CRATICT FROURE BIRS
GROCID PONDENOME OF DEMONSTURES OF
THE REPTAGIN IS REGOACTIONA OF CRE.

5. First-order word approximation. Rather than continue with
tetragram, - - - , n-gram structure it is easier and better to
jump at this point to word units. Here words are chosen
independently but with their appropriate frequencies.

REPRESENTING AND SPEEDILY IS AN GOOD APT
OR COME CAN DIFFERENT NATURAL HERE HE
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—— THE A IN CAME THE TO OF TO EXPERT GRAY
COME TO FURNISHES THE LINE MESSAGE HAD
BE THESE.

6. Second-order word approximation. The word transition prob-
abilities are correct but no further structure is included.

THE HEAD AND IN FRONTAL ATTACK ON AN
ENGLISH WRITER THAT THE CHARACTER OF
THIS POINT IS THEREFORE ANOTHER METHOD
FOR THE LETTERS THAT THE TIME OF WHO
EVER TOLD¥ THE PROBLEM FOR AN UNEX-
PECTED.

reasonably good structure out to about twice the range that is
taken into account in their construction. Thus in (3) the statis-
tical process insures reasonable text for two-letter sequences, but
four-letter sequences from the sample can usually be fitted into
good sentences. In (6) sequences of four or more words can easily
be placed in sentences without unusual or strained constructions.
The particular sequence of ten words “attack on an English writer
that the character of this” is not at all unreasonable. It appears
then that a sufficiently complex stochastic process will give a
satisfactory representation of a discrete source.

The first two samples were constructed by the use of a book of
random numbers in conjunction with (for example 2) a table of
letter frequencies. This method might have been continued for
(3), (4) and (5), since digram, trigram and word frequency
tables are available, but a simpler equivalent method was used.
To construet (3) for example, one opens a book at random and
selects a letter at random on the page. This letter is recorded.
The book is then opened to another page and one reads until this
letter i1s encountered. The succeeding letter 1s then recorded.
Turning to another page this second letter is searched for and the
succeeding letter recorded, etc. A similar process was use for (4),
(5) and (6). It would be interesting if further approximations
could be constructed, but the labor involved becomes enormous
at the next stage.
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ematically as discrete Markoff processes and have been exten-
sively studied in the literature.® The general case can be described
as follows: There exist a finite number of possible “states” of a

svstem: S;. S,. - - - . 8. . In addition there is a set of transitio
system; o1, Oz, , Os. 1n addition there 18 et o1 transition
vrobabilities. 1: (7). the vrobabilitv that if the svstem is in state
prooaniiities, PH.U’ the propbapiiity that il tne system is in state
oY *11

S; 1t will next go to state S;. To make this Markoff process into an
information source we need only assume that a letter is produced
for each transition from one state to another. The states will cor-

respond to the “residue of influ e’ from preceding letters
The situation can be represented eraphicallv as shown in Fies
1née situation can be represented grapnically as snown in rigs.

rm

1

3, 4 and 5. The ‘“‘states” are the junction points in the graph and
the probabilities and letters produced for a transition are given
beside the corresponding line. Figure 3 is for the example B in
Section 2, while Fig. 4 corresponds to the example C. In Fig. 3
there is only one state since successive letters are independent. In
Fig. 4 there are as many states as letters. If a trigram example
were constructed there would be at most n? states corresponding
to the possible pairs of letters preceding the one being chosen.
Figure 5 is a graph for the case of word structure in example D.
Here S corresponds to the “space” symbol.

5. Ergodic and Mixed Sources

As we have indicated above a discrete source for our purposes can
be considered to be represented by a Markoff process. Among the
possible discrete Markoff processes there is a group with special
properties of significance in communication theory. This special
class consists of the “ergodic” processes and we shall call the
corresponding sources ergodic sources. Although a rigorous defi-
nition of an ergodic process is somewhat involved, the general
idea is simple. In an ergodic process every sequence produced by
the process is the same in statistical properties. Thus the letter
frequencies, digram frequencies, etc., obtained from particular
sequences, will, as the lengths of the sequences increase, approach

® For a detailed treatment see M. Frechet, Methods des fonctions arbitrares.
Theorie des énénements en chaine dans le cas d'un nombre finv d’états pos-
sibles. Paris, Gauthier Villars, 1938.
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this i1s not true of every sequence but the set for which it is false

has probability zero. Roughly the ergodic property means sta-
tistical homogeneity.

Fig. 5. — A graph corresponding to the source in example D.
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This property is related to the structure of the corresponding

graph. If the graph has the following two properties” the corre-
sponding process will be ergodic:

1. The graph does not consist of two isolated parts A and B

such that it is impossible to go from junction points in part

A to junction points in part B along lines of the graph in the

mnossible to go from junctions

A.l..lrlu LN aal geaavasade

2. A closed series of

]1noq nn'mhn(r in the same orientation will be called a

411400 pPULLIVALLE 444 VAIL OQIUIL VLA LIVQVAVLIL W ALL MY VGRddV e

1 Mha lamath?? A8 o Ainaiss wrhhan ~F 13 ifies 3
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Thus in Fig. 5 series BEBES is a circuit of length 5. The
second property required is that the greatest common divisor
of the lengths of all circuits in the graph be one.

ines in the graph with all arrows on the

“cir-

s+
1L,

If the first condition is satisfied but the second one violated by
having the greatest common divisor equal to d > 1, the sequences
have a certain type of periodic structure. The various sequences
fall into d different classes which are statistically the same apart
from a shift of the origin (i.e., which letter in the sequence 1is
called letter 1). By a shift of from 0 up to d — 1 any sequence
can be made statistically equivalent to any other. A simple ex-
ample with d = 2 is the following: There are three possible letters
a, b, c. Letter a is followed with either b or ¢ with probabilities
1 and 2 respectively. Either b or ¢ is always followed by letter a.
Thus a typical sequence is

abacacacabacababacac.

This type of situation is not of much importance for our work.

If the first condition is violated the graph may be separated
into a set of subgraphs each of which satisfies the first condition.
We will assume that the second condition is also satisfied for
each subgraph. We have in this case what may be called a
“mixed” source made up of a number of pure components. The
components correspond to the various subgraphs. If L,, L,, L,

- are the component sources we may write

"These are restatements in terms of the graph of conditions given 1n
Frechet.
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different sources I, L,, L3, - - + which are each of homogeneous
statistical structure (i.e., they are ergodic). We do not know
a priort which is to be used, but once the sequence starts in a
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As an example one may take two of the processes defined above
and assume p; = .2 and p, = .8. A sequence from the mixed

source

would be obtained by choosing first L, or L, with probabilities .2
nd .8 and after this choice generating a sequence from which-

ever was chosen.

Except when the contrary is stated we shall assume a source to
be ergodic. This assumption enables one to identify averages
along a sequence with averages over the ensemble of possible se-
quences (the probability of a discrepancy being zero). For ex-
ample the relative frequency of the letter A in a particular infi-
nite sequence will be, with probability one, equal to its relative
frequency in the ensemble of sequences.

If P; is the probability of state  and p;(j) the transition prob-
ability to state j, then for the process to be stationary it is clear
that the P; must satisfy equilibrium conditions:

P; = ;Pip,-(j).

In the ergodic case it can be shown that with any starting condi-
tions the probabilities P;(N) of being in state j after N symbols,
approach the equilibrium values as N —» «.

6. Choice, Uncertainty and Entropy

We have represented a discrete information source as a Markoff
process. Can we define a quantity which will measure, in some
sense, how much information is ‘“produced” by such a process, or
better, at what rate information is produced?
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occurrence are Py, Pz, * * * , Pn. These probablhtles are known but

that is all we know concerning which event will occur. Can we
find a measure of how much ‘“choice” is involved in the selection

of the event or of how uncertain we are of the outcome?

If there is such a measure, say H{(p,, P2, - * * , Pn), it is reason-

able to require of it the following properties:

1. H should be continuous in the p;.

2. If all the p; are equal, p; = %—_, then H should be a mono-
tonic increasing function of n. With equally likely events
there is more choice, or uncertainty, when there are more
possibie events

3. If a choice be broken down into two successive choices, the
original H should be the weighted sum of the individual
values of H. The meaning of this is illustrated in Fig. 6. At

1

the left we have three possibilities p, =1, p, =%, ps = &.
On the right we first choose between two possiblhtles each
with probability 1, and if the second occurs make another
choice with probabilities 2, 1. The final results have the
same probabilities as before. We require, in this special case,
that

H(2)376) —H(zy 3 +3 (3;3

The coefficient 1 is the weighting factor introduced because this
second choice only occurs half the time.

v, 1
’ Y2 e
Va
Va0 % oV
1 / 6 '/3
1/6

Fig. 6. — Decomposition of a choice from three possibilities.

In Appendix 2, the following result is established:

Theorem 2: The only H satisfying the three above assumptions
1s of the form:
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H= — K;pilog &

where K 15 a ’n(')Q?fM)P constant

AL Vil LU/ T CUTMS I .

This theorem, and the assumptions required for its proof, are in
no way necessary for the present theorv It is given chiefly to

lend a certain plausibility to some of our later definitions. The
real justification of these definitions, however, will reside in their
implications.

Quantities,of the form H = — 3 p; log p; (the constant K
merely amounts to a choice of a unit of measure) play a central
role in information theory as measures of information, choice and
uncertainty. The form of H will be recognized as that of entropy

1.0 ]

=Y \

o a1 2 3 4 5 6 7 8 9 10

Fig. 7. — Entropy in the case of two possibilities with probabilities p and (1—p).

as defined in certain formulations of statistical mechanics® where
p; 1s the probability of a system being in cell 7 of its phase space.

8 See, for example, R. C. Tolman, Principles of Statistical Mechanics, Ox-
ford, Clarendon, 1938.
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We shall call H = — 3 p; log p; the entropy of the set of proba-
bilities py, + - -, pn. If x 1s a chance variable we will write H ()

for its entropy; thus x is not an argument of a functlon but a
label for a number, to differentiate it from H (y) sa the entropy

AU AU K adsiaanSU2 il

entropy in the case of two possibilities with probabilities p
=1-—p, namely
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come does H vanish. Otherwise H is positive.
2. For a given n, H is a maximum and equal to log n when all

the p; are equal, i.e,, _712 This is also intuitively the most uncertain
situation.

3. Suppose there are two events, z and y, in question, with m
possibilities for the first and n for the second. Let p(z,7) be the
probability of the joint occurrence of ¢ for the first and j for the
second. The entropy of the joint event is

H(z,y) = ~ 2:p(,3) log p(i, J)
while

H(z) = —;p(i,j) log;p(i,j)
H(y) = — LG, j) log Zp(, ).

It is easily shown that
H(z,y) < H(z) + H(y)

with equality only if the events are independent (i.e., p(z, 7) =
p(?) p(7)). The uncertainty of a joint event is less than or equal
to the sum of the individual uncertainties.

4. Any change toward equalization of the probabilities p,, p.,
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ing p, an equal amount so that p, and p, are more nearly equal

then H increases. More generally, if we perform any “averaging”
operation on the p; of the form

pl = 2. ai; p;

i
nd all a;; >0, then H increases (except

l 7 - - =

I |
|-—l
&

whereZa Za
' 7

?
special case where this transformation amounts to no
ore tha.n a nprrm 1itation of the p; with H of course remaining

5. Suppose there are two chance events x and y as in 3, not
necessarllv independent. For any particular value 2 that x can

assume fhpro 1@ a oeonditional nrohahility (1) thf 27 hqc the
CUNOIDULLLIY Viiwva (&) VULAALVAVLIWVL HAUUWUALLUJ \J} y viivo
U PR ML 2 o L
value j. This is given by
. p@,))
pi(7)
;p(w)

We define the conditional entropy of y, H,(y) as the average of
the entropy of y for each value of x, weighted according to the
probability of getting that particular z. That is

H.(y) = — 2p(,3) log p:(j).

This quantity measures how uncertain we are of y on the average
when we know z. Substituting the value of p;(7) we obtain

H.(y) = — 2p(,3) log p(i,) + 2p(, ) log 2., j)
H(z,y) — H(z)

or
H(z,y) = H(z) + H.(y).
The uncertainty (or entropy) of the joint event z, y is the uncer-
tainty of x plus the uncertainty of y when x is known.
6. From 3 and 5 we have
H(z) + H(y) > H(z,y) = H(z) + H.(y).

Hence
H(y) > H:(y).
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be decreased unless x and y are independent events, in which case
it 1s not changed.

7. The Entropy of an Information Source

Consider a discrete source of the finite state type considered
above. For each possible state 1 there will be a set of probabilities
m. {3 Af nvadiining tha a st mnaaithla gonihale 2 Mhie $hana 1o
IJ@ \J} Ul lJlUu.ubllls ULIT Valluud pPuUddluIT D HHVUILd J 4 I11uUu> ulICIT 1=

defined as the average of these H; weighted in accordance with
the probability of occurrence of the states in question:

H = ZP,’H{
= — 2 Pipi(j) log pi(j).-

This 1s the entropy of the source per symbol of text. If the
Markoff process is proceeding at a definite time rate there is also
an entropy per second.

H' =2 fH,

were f; 1s the average frequency (occurrences per second) of
state 1. Clearly
H = mH

where m is the average number of symbols produced per second.
H or H’ measures the amount of information generated by the
source per symbol or per second. If the logarithmic base is 2,
they will represent bits per symbol or per second.

If successive symbols are independent then H is simply
— 3 p; log p; where p; i1s the probability of symbol z. Suppose in
this case we consider a long message of N symbols. It will contain
with high probability about p,N occurrences of the first symbol,
p.N occurrences of the second, etc. Hence the probability of this
particular message will be roughly

p = ple pgzN “ e pZnN

or

log p = N 2_p; log p;
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= AT

log NH

=3

. log 1/

r

o

” N

H is thus approximately the logarithm of the reciprocal prob-
ability of a typical long sequence divided by the number of
symbols in the sequence. The same result holds for any source.
Stated more precisely we have (see Appendix 3):

MV VLR 222N S [l L Ve § aiiA O

Theorem 3: Gwen any ¢ > 0 and § > 0, we can find an N,
such that the sequences of any length N > N, fall into two

classes :

VRO ITS e

1. A set whose total probability s less than e
2 T"’e Mema:ndem n” n'f ni1 NoDH WDW;\DMO NIND M’V‘f\;‘l/‘l’\’;”;"’ll)o OI‘I"’;O=
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fying the inequality

log p~!
___gL — H <5.
N
log p?

In other words we are almost certain to have very close to

N
H when N is large.

A closely related result deals with the number of sequences of
various probabilities. Consider again the sequences of length N
and let them be arranged in order of decreasing probability. We
define n(q) to be the number we must take from this set starting
with the most probable one in order to accumulate a total prob-
ability g for those taken.

Theorem J:

. logn(q) _
Lim —=&== = H

when q does not equal 0 or 1.

We may interpret log n(q) as the number of bits required to
specify the sequence when we consider only the most probable

sequences with a total probability q. Then w 1s the number
of bits per symbol for the specification. The theorem says that for
large N this will be independent of ¢ and equal to H. The rate of
growth of the logarithm of the number of reasonably probable

sequences is gilven by H, regardless of our interpretation of
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Appendlx 3 it 1s poss1ble for most purposes to treat the long

sequences as though there were just 2¥¥ of them, each with a

probabilitv 2-H¥,
The next two +.heorems show that H a

A2 aalUs

sequences, without reference to the states and transition prob-
abilities between states.
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symbols from the source. Let
1
GN = T Tar (Bl) IOg p(B)
1V
where the sum 1s over all sequences B; contatning N symbols.
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11 GN = H
N—ow

Theorem 6: Let p(B;, S;) be the probability of sequence B;
followed by symbol S; and ps,(S;) = p(Bi, S;)/p(B;) be the
conditional probability of S; after B;. Let-

Fy= — iZ;p(Bi, S;) log pa, (S;)

where the sum ts over all blocks B; of N — 1 symbols and over all
symbols S;. Then Fy is a monotonic decreasing function of N,

Fy = NGy — (N — 1) Gy,
| &
G = 5 3P,
Fy <Gy,
and %im Fy = H.

These results are derived in Appendix 3. They show that a
series of approximations to H can be obtained by considering
only the statistical structure of the sequences extending over 1, 2,

, N symbols. Fy is the better approximation. In fact Fy is
the entropy of the N order approximation to the source of the
type discussed above. If there are no statistical influences extend-
ing over more than N symbols, that is if the conditional prob-
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1
the (N — 1) prec ceding ones are know V1, while Gy .hp entronv
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per symbol of blocks of N symbols.
The ratio of the entropy of a source to the maximum value it

could have while still restricted to the same symbols will be
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mum compression possible when we encode into the same alpha-
bet. One minus the relative entropy is the redundancy. The
redundancy of ordinary English, not considering sta.tistical struc-

+

1N NIrTNnr ”"nn+n“ r]ia"n“nna +l'\ nl\f\“ n1r\°1‘\+ l 4’4"'\"0 ‘f"l\]‘r
vure over greater aisvances tinan about €ignuv 1ellers, 18 rougniy

50%. This means that when we write English haif of what we
write is determined by the structure of the language and half is
chosen freely. The figure 50% was found by several independent
methods which all gave results in this neighborhood. One is by
calculation of the entropy of the approximations to English. A
second method is to delete a certain fraction of the letters from a
sample of English text and then let someone attempt to restore
them. If they can be restored when 50% are deleted the redun-
dancy must be greater than 50%. A third method depends on
certain known results in cryptography.

Two extremes of redundancy in English prose are represented
by Basic English and by James Joyce’s book Finnegans Wake.
The Basic English vocabulary is limited to 850 words and the
redundancy is very high. This is reflected in the expansion that
occurs when a passage is translated into Basic English. Joyce
on the other hand enlarges the vocabulary and is alleged to
achieve a compression of semantic content.

The redundancy of a language is related to the existence of
crossword puzzles. If the redundancy is zero any sequence of
letters is a reasonable text in the language and any two-dimen-
sional array of letters forms a crossword puzzle. If the redun-
dancy is too high the language imposes too many constraints for
large crossword puzzles to be possible. A more detailled analysis
shows that if we assume the constraints imposed by the language
are of a rather chaotic and random nature, large crossword puzzles
are just possible when the redundancy is 50%. If the redundancy
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8. Representation of the Encoding and Decoding Operations

We have yet to represent mathematically the operations per-
formed by the transmltter and receiver in encoding and decoding

er of these will be called a discrete trans-

va VAl

ducer. The invu the transducer is a sequence of inpu + axrin
. 10€ u1puu to tne transducer is a sequernce oI inpuv Sym-

bols and its output a sequenge of output symbols. The transducer
may have an internal memory so that its output depends not

only on the present input symbol but also on the past history.

Py

I
output is a function of the present state and the present input
symbol. The next state will be a second function of these two
quantities. Thus a transducer can be described by two functions:

n = [(Zn, otn)

Qp+1 — g(xm a”)

We assume that the internal memory is finite, 1.e., there exist a

Lot b L LT s cdadac L ibin doamcditnan camd 1lhad Jie
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a

where:
z, is the n** input symbol.

an 18 the state of the transducer when the n'* input symbol is
introduced,

Ya 18 the output symbol (or sequence of output symbols) pro-
duced when z, is introduced if the state is ay.

If the output symbols of one transducer can be identified with
the input symbols of a second, they can be connected in tandem
and the result is also a transducer. If there exists a second
transducer which operates on the output of the first and recovers
the original input, the first transducer will be called non-singular
and the second will be called its inverse.

Theorem 7: The output of a finite state transducer driven by a
finite state statistical source ts a finite state statistical source,
with entropy (per unit time) less than or equal to that of the
wput. If the transducer is non-singular they are equal.

Let a represent the state of the source, which produces a se-



58 The Mathematical Theory of Communication

which produces, in its output, blocks of symbols yj. The combined

system can be represented by the “product state space” of pairs
(a, B). Two points in the space (ay, B:) and (a2, B2), are con-

nected bv a line if o ca oces R. to B,
nected by a line 1f «; can W ) nges f; 1o G,
and this line is given the probabilitv of that n this case mL
anda vnis iine is given tne prooaniiity of that xr in Unis case. ine
B ] : n

line is labeled with the block of y, symbols produced by the

transducer. The entropy of the output can be calculated as the

weighted sum over the states. If we sum ﬁrst on B each resultmsz
T

=

and H3 are the output entropies of the source, the ﬁrst and

second transducers respectively, then Hy > H; > H, = H; and
thorofore H! — H!

nereiore Ad] — xi9.

Suppose we have a system of constraints on possible sequences
of the type which can be represented by a linear graph as in
Fig. 2. If probabilities pi"; were assigned to the various lines
connecting state v to state j this would become a source. There is
one particular assignment which maximizes the resulting entropy
(see Appendix 4).

Theorem 8: Let the system of constraints considered as a chan-
nel have a capacity C = log W. If we assign

8 B
ng)= —EZ—

where 137 is the duration of the st symbol leading from state 1 to
state j and the B; satisfy

B: = 2 BW-
8,2

W=

l(s)

then H 1s maximized and equal to C.

By proper assignment of the transition probabilities the
entropy of symbols on a channel can be maximized at the
channel capacity.

9. The Fundamental Theorem for a Noiseless Channel

We will now justify our interpretation of H as the rate of gen-
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capacity required with most efficient coding.

Theorem 9: Let a source have entropy H (bits per symbol)
A A Ahavamns]l hoa sy ratar £V (hat - ML s ad ao
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channel where € 1s arbitrarily small. It is not possible to transmat

O
at an average rate greater than —
H

/V

The converse part of the theorem, that — cannot be exceeded,

77 cannot be e d
may be proved by noting that the entropy of the channel input

per second is equal to that of the source, since the transmitter

must be non-singular, and also this entropy cannot exceed the

...................... 11s entropy cannot exceed the
channel capacity. Hence H’ < C and the number of symbols per
second = H’/H < C/H.

The first part of the theorem will be proved in two different
ways. The first method is to consider the set of all sequences of
N symbols produced by the source. For N large we can divide
these into two groups, one containing less than 2¢+MD¥ members
and the second containing less than 2¥¥ members (where R is the
logarithm of the number of different symbols) and having a total
probability less than u. As N increases » and u approach zero.
The number of signals of duration T in the channel is greater
than 2(°-97 with 6 small when T is large. If we choose

T=<—Ig—+>\>N

then there will be a sufficient number of sequences of channel
symbols for the high probability group when N and T are suffi-
ciently large (however small A) and also some additional ones.
The high probability group is coded in an arbitrary one-to-one
way into this set. The remaining sequences are represented by
larger sequenccs, starting and ending with one of the sequences
not used for the high probability group. This special sequence
acts as a start and stop signal for a different code. In between a
sufficient time is allowed to give enough different sequences for
all the low probability messages. This will require
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where ¢ 1s small. The mean rate of transmission in message sym-
bols per second will then be greater than
r/1 e\ T 1 e Tl -I_l___ rl-l [ / H N \ T / R ' \-]—l
WOy TN L T LY T e )T e e

o and thanabhicr s
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+

U
ing the theorem can be described as follows: Arrange the mes-
sages of length N in order of decreasing probability and suppose

s—1

their probabilities are py > ps > ps - - - > pn. Let P, = Zpi;

that is P, is the cumulative probability up to, but not including,
ps. We first encode into a binary system. The binary code for
message s is obtained by expanding P, as a binary number. The
expansion 1s carried out to m, places, where m, is the integer
satisfying:

<m, <1+ log, 1 )

8 8

log,

Thus the messages of high probability are represented by short
codes and those of low probability by long codes. From these
inequalities we have

1 1

< .
Qm, — Ds < Qm,—1

The code for P, will differ from all succeeding ones in one or

more of 1ts m, places, since all the remaining P; are at least om

larger and their binary expansions therefore differ in the first
m, places. Consequently all the codes are different and it is
possible to recover the message from its code. If the channel
sequences are not already sequences of binary digits, they can
be ascribed binary numbers in an arbitrary fashion and the
binary code thus translated into signals suitable for the channel.

The average number H, of binary digits used per symbol of
original message is easily estimated. We have
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As N increases Gy approaches H, the entropy of the source and
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entropy Gn calculated for sequences of length N. The per cent
excess time needed over the ideal is therefore less than

Gn 1
H tay

This method of encoding is substantially the same as one
found independently by R. M. Fano.® His method is to arrange
the messages of length N in order of decreasing probability.
Divide this series into two groups of as nearly equal probability
as possible. If the message is in the first group its first binary
digit will be 0, otherwise 1. The groups are similarly divided
into subsets of nearly equal probability and the particular sub-
set determines the second binary digit. This process is continued
until each subset contains only one message. It is easily seen
that apart from minor differences (generally in the last digit)
this amounts to the same thing as the arithmetic process described
above.

10. Discussion and Examples

In order to obtain the maximum power transfer from a generator
to a load, a transformer must in general be introduced so that

® Technical Report No. 65, The Research Laboratory of Electronics, M.I.T.,
March 17, 1949.
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81tuat10n here 1s roughly analogous. The transducer whlch does

the encoding should match the source to the channel in a statis-
tical sense. The source as seen from the channel through the

transducer should have the same statistical structure as the
source “vln Al mnavitniioas tha andtvransrs s 4bha Abhawrmaeal Mo Acdand
SOource willcil maxiinizes tne entr upy 11 ule cldalinel. 1 ne COIIueliv

o~ rm 1 1 -

of Theorem 9 is that, although an exact match is not in general
possible, we can approximate it as closely as desired. The ratio
of the actual rate of transmission to the capacity C may be called
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mum possible entropy.
In general, ideal or nearly ideal encoding requires a long delay
in the transmitter and receiver. In the noiseless case wllich we

derinoe thoa main fimetinon of thic dal
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reasonably good matching of probabilities to corresponding
lengths of sequences. With a good code the logarithm of the
reciprocal probability of a long message must be proportional to
the duration of the corresponding signal, in fact

log p!

—r ¢
must be small for all but a small fraction of the long messages.

If a source can produce only one particular message its entropy

is zero, and no channel is required. For example, a computing
machine set up to calculate the successive digits of = produces
a definite sequence with no chance element. No channel is required
to “transmit’”’ this to another point. One could construct a second
machine to compute the same sequence at the point. However,
this may be impractical. In such a case we can choose to ignore
some or all of the statistical knowledge we have of the source.
We might consider the digits of = to be a random sequence in
that we construct a system capable of sending any sequence of
digits. In a similar way we may choose to use some of our
statistical knowledge of English in constructing a code, but not
all of 1t. In such a case we consider the source with the maximum
entropy subject to the statistical conditions we wish to retain.
The entropy of this source determnines the channel capacity
which is necessary and sufficient. In the = example the only infor-
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: edis t] - the_diei | : |
0,1, - - -, 9. In the case of English one might wish to use the

statistical saving possible due to letter frequencies, but nothing
else. The maximum entropy source is then the first approximation
to F‘nchqh and its entronv determines the rpmnrpd channel
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As a simple example of some of these results consider a source
which produces a sequence of letters chosen from among A, B, C,
D with probabilities 1, %, %, %, successive symbols being chosen
independently. We have

H=—(5log3+ilogi+§logs)
it

B

Thus we can approximate a coding system to encode messages
from this sourece into hmﬂrv digits with an average of hinm'y

222y RU LRI UL 22200 e} rRAALICR2

digit per symbol. In this case we can actually achieve the limiting
value by the following code (obtained by the method of the
second proof of Theorem 9):

A 0
B 10
C 110
D 111

The average number of binary digits used in encoding a sequence
of N symbols will be

NGX1+31iX24+%X3) =1
It is easily seen that the binary digits 0, 1 have probabilities

1 1 s0 the H for the coded sequences is one bit per symbol.
Since, on the average, we have %1 binary symbols per original
letter, the entropies on a time basis are the same. The maxi-
mum possible entropy for the original set is log 4 =2, occurring
when A, B, C, D have probabilities i, i, 1, . Hence the relative
entropy is 2. We can translate the binary sequences into the

original set of symbols on a two-to-one basis by the following

table:
00 A’
01 B’
10 c’

11 D’
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same symbols but with an average compression ratio

As a second example consider a source which produces a se-

quence of A’s and B’s with probability p for A and ¢ for B.
If p < < g we have

2y

H = — log p?(1 — p)*?
=—97 IQg 'n(1 _ /n\(l—l’)/l’
. e
= p log 7.
r
In such a case one can construct a fairly good coding of the
message on a 0, 1 channel by sending a spema.l sequence, say
nnnn "I’\"‘ "'l’\l\ 17\?"!\/\11:\7\4’ nvrml\r\] A nnr] +l‘\l\“ [»Y QOMNIIATM NN 1“[’]1[\“"\7\"
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the number of B’s following it. This could be indicated by the
binary representation with all numbers containing the special
sequence deleted. All numbers up to 16 are represented as usual;
16 1s represented by the next binary number after 16 which does
not contain four zeros, namely 17 = 10001, etc.

It can be shown that as p — 0 the coding approaches ideal
provided the length of the special sequence is properly adjusted.
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11. Representation of a Noisy Discrete Channel

We now consider the case where the signal is perturbed by noise
during transmission or at one or the other of the terminals. This
means that the received signal is not necessarily the same as that
sent out by the transmitter. Two cases may be distinguished. If
a particular transmitted signal always produces the same re-
ceived signal, i.e., the received signal is a definite function of
the transmitted signal, then the effect may be called distortion.
If this function has an inverse —no two transmitted signals
producing the same received signal — distortion may be cor-
rected, at least in principle, by merely performing the inverse
functional operation on the received signal.

The case of interest here is that in which the signal does not
always undergo the same change in transmission. In this case we
may assume the received signal E to be a function of the trans-
mitted signal S and a second variable, the noise N.

E = f(8,N)

The noise 1s considered to be a chance variable just as the mes-
sage was above. In general it may be represented by a suitable
stochastic process. The most general type of noisy discrete chan-
nel we shall consider is a generalization of the finite state noise-
free channel described previously. We assume a finite number of
states and a set of probabilities
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]

left in state 8. Thus « and B range over the possible states, ¢ over
the possible transmitted signals and j over the possible received
signals. In the case where successive symbols are independently

perturbed by the noise there is only one state, and the channel is
Aacarihadl her dhhn cmd AL davmomcodd vam  ammnm 1. . L:‘:L:-._‘ £\ IS I
described by the set of transition probabilities p; {J), tne proo-

ability of transmitted symbol ¢ being received as j.
If a noisy channel is fed by a source there are two statistical
processes at work: the source and the noise. Thuq there are a

number of entrop
entropy H (z) of the source or of the input to the channel (these
will be equal if the transmitter is non-singular). The entropy of
the output of the channel, i.e., the received signal, will be denoted
by H(y). In the noiseless case H(y) = H(x). The joint entropy
of input and output will be H(z,y). Finally there are two condi-
tional entropies H,(y) and H,(x), the entropy of the output
when the input is known and conversely. Among these quantities

we have the relations

H(zy) = H(x) + H.(y) = H(y) + Hy ().

’C’

All of these entropies can be measured on a per-second or a per-
symbol basis.

12. Equivocation and Channel Capacity

If the channel is noisy it is not in general possible to reconstruct
the original message or the transmitted signal with certainty by
any operation on the received signal E. There are, however, ways
of transmitting the information which are optimal in combating
noise. This is the problem which we now consider.

Suppose there are two possible symbols 0 and 1, and we are
transmitting at a rate of 1000 symbols per second with probabili-
ties po = p, = 1. Thus our source is producing information at the
rate of 1000 bits per second. During transmission the noise intro-
duces errors so that, on the average, 1 in 100 is received incor-
rectly (a 0 as 1, or 1 as 0). What is the rate of transmission of
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1% of the recelved symbols are incorrect. Our first impulse might

be to say the rate is 990 bits per second, merely subtracting the
expected number of errors. This is not satisfactory since it fails

to take into account the recipient’s lack of knowledge of where
+ha avnnna nnniin WA mhasxr na nns + 4+~ an avirnarna naca and crininiaon
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the noise so great that the received symbols are entirely inde-
pendent of the transmitted symbols. The probability of receiving
1 1s 1 whatever was transmitted and similarly for 0. Then about

received syvmbols are correct due to chance alone. and

1e recelved symbols are correct due to chan 1, and

.......... 1A ha agivring +tha oxratarns 34 ,\.., trnanarniddinm e N | TN

We Wouild o€ giving une system creait 1or transmitting oUU Dits
1Y

per second while actually no information is being transmitted at
all. Equally “good” transmission would be obtained by dispensing
with the channel entirely and flipping a coin at the receiving

point.

Evidently the proper corrcction to apply to the amount of in-
formation transmitted is the amount of this information which is
missing in the received signal, or alternatively the uncertainty
when we have received a signal of what was actually sent. From
our previous discussion of entropy as a measure of uncertainty it
seems reasonable to use the conditional entropy of the message,
knowing the received signal, as a measure of this missing infor-
mation. This 1s indeed the proper definition, as we shall see later.
Following this idea the rate of actual transmission, K, would be
obtained by subtracting from the rate of production (i.e., the
entropy of the source) the average rate of conditional entropy.

R = H(z) — Hy(2)

The conditional entropy H,(x) will, for convenience, be called
the equivocation. It measures the average ambiguity of the re-
celved signal.

In the example considered above, if a 0 is received the a poste-
riort probability that a 0 was transmitted is .99, and that a 1 was
transmitted 1s .01. These figures are reversed if a 1 is received.
Hence

H,(x) = — [.99 log .99 + 0.01 log 0.01]

= .081 bits/symbol

or 81 bits per second. We may say that the system is transmitting
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where a 0 1s equally likely to be received as a 0 or 1 and similarly

for 1, the a posterior: probabilities are 1, 1 and

/N r
Liy\x) = l

or 1000 bits per second. The rate of transmission is then 0 as it
should be.

The following theorem gives a direct intuitive interpretation of
+tho arinivanatinn and alan aorvna +a 111at1fvr 1+ aa +tha 11mimIIe annra_
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priate measure. We consider a communication system and an
observer (or auxiliary device) who can see both what is sent and
what 1s recovered (with errors due to noise). This observer notes
the errors in the recovered message and transmits data to the

~
i
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to correct the errors. The situation is indicated schematically in
Fig. 8.

_ CORRECTION DATA

OBSERVER

Y
r

> —g—
’

M M

SOURCE TRANSMITTER RECEIVER CORRECTING
DEVICE

Fig. 8. — Schematic diagram of a correction system.

Theorem 10: If the correction channel has a capacity equal to
H,(z) it s possible to so encode the correction data as to send it
over this channel and correct all but an arbitrarily small fraction
e of the errors. This is not possible if the channel capacity is less
than H,(z).

Roughly then, H,(x) is the amount of additional information
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the received message.

To prove the first part, consider long sequences of received
message M ” and corresponding original message M. There will be

SO T ,\,\,,L A’ Thiia <wva hawa MIT {
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each T seconds. This can be done with e
channel of capacity H,(x).
The second part can be proved by noting, first, that for any

diserete chance variables z. v, 2
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H,(z,2) > Hy(z).
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The left-hand side can be expanded to give
H (2) - H. (2)> H.(2)

ALY\~ i LLyz\W ] o 4dry\w)

Hy,(z) > Hy(z) — Hy(2) > Hy(z) — H(z).

If we identify x as the output of the source, y as the received
signal and z as the signal sent over the correction channel, then
the right-hand side is the equivocation less the rate of transmis-
sion over the correction channel. If the capacity of this channel
is less than the equivocation the right-hand side will be greater
than zero and H,,(x) > 0. But this is the uncertainty of what
was sent, knowing both the received signal and the correction
signal. If this is greater than zero the frequency of errors cannot
be arbitrarily small.

Example:

Suppose the errors occur at random in a sequence of binary digits:
probability p that a digit is wrong and ¢ = 1—p that it is right.
These errors can be corrected if their position is known. Thus the
correction channel need only send information as to these positions.
This amounts to transmitting from a source which produces binary
digits with probability p for 1 (incorrect) and q for O (correct). This
requires a channel of capacity

—[plogp + gqlogq]
which is the equivocation of the original system.

The rate of transmission R can be written in two other forms
due to the identities noted above. We have
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The second measures the amount received less the part of this
which is due to noise. The third is the sum of the two amounts

bits per second common to the two. Thus all three exnressions
per second common to the two hus all three expressions
Loa<re a navdo I S S, S
1Hayv d CClialll 11luUluly blg 1111CAaIlCe.
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The capacity C of a noisy channel should be the maximum pos-
sible rate of transmission, i.e., the rate when the source 1s properly
matched to the channel. We therefore define the channel ca-
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C = Max (H(x) — H,(x))
where the maximum is with respect to all possible information
sources used as input to the channel. If the channel is noiseless,
H,(x) = 0. The definition is then equivalent to that already
given for a noiseless channel since the maximum entropy for the
channel is its capacity by Theorem 8.

13. The Fundamental Theorem for a Discrete Channel
with Noise

It may seem surprising that we should define a definite ca-
pacity C for a noisy channel since we can never send certain
information in such a case. It is clear, however, that by sending
the information in a redundant form the probability of errors can
be reduced. For example, by repeating the message many times
and by a statistical study of the different received versions of the
message the probability of errors could be made very small. One
would expect, however, that to make this probability of errors
approach zero, the redundancy of the encoding must increase
indefinitely, and the rate of transmission therefore approach zero.
This is by no means true. If it were, there would not be a very
well defined capacity, but only a capacity for a given frequency
of errors, or a given equivocation; the capacity going down as the
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pacity C defined above has a very definite 51gn1ﬁcance It 1s pos-

sible to send information at the rate C through the channel with
as small a freauencu of errors or equiwocation as desired by

v

tha"i C.If an autempt is made ,
say C + R,, then there will necessarily be an equlvocatlo equal
to or greater than the excess R,. Nature takes payment by re-

quiring just that much uncertainty, so that we are not actually

2

CD

getting any more than C through correctly.
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r
the channel is plotted horizontally and the equivocation verti-
cally. Any point above the heavy line in the shaded region can
be attained and those below cannot. The points on the line cannot

1

in general be attained, but there will usually be two points on the

T

line that can.
These results are the main justification for the definition of C
and will now be proved.

Theorem 11: Let a discrete channel have the capacity C and
a discrete source the entropy per second H. If H < C there exists
a coding system such that the output of the source can be trans-
mitted over the channel with an arbitrarily small frequency of
errors (or an arbitrarily small equivocation). If H > C it is pos-
sible to encode the source so that the equivocation s less than
H — C + € where € 1s arbitrarily small. There is no method of
encoding which gives an equivocation less than H — C.

The method of proving the first part of this theorem is not by
exhibiting a coding method having the desired properties, but by
showing that such a code must exist in a certain group of codes.

LSRR R SRR
ATTAINABLE
REGION

Hy{X)

C H{x)

Fig. 9. — The equivocation possible for a given input entropy to a channel.
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and show that this average can be made less than e. If the average

of a set of numbers is less than ¢ there must exist at least one In
the set which is less than e. This will establish the desired result.

The canacity C of a noisv channel has been defined as

A AV VA pvaANY vy AWILLLVE MY ML RALLAV
C = Max (H(x) — H,(x))

where z is the input and y the output. The maximization is over
all sources which might be used as input to the channel.
Let S, be a source which achieves the maximum capacity C.

If this maximum 1is nnt ctually achieved bv anv source (h 1t
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to giving the maximum rate. Suppose S, is used as input to the
channel. We consider the possible transmitted and received se-
quences of a long duration 7. The following will be true:

1. The transmitted sequences fall into two classes, a high prob-
ability group with about 274®*) members and the remaining se-
quences of small total probability.

2. Similarly the received sequences have a high probability set
of about 27H®) members and a low probability set of remaining
sequences.

3. Each high probability output could be produced by about
2TH,() inputs. The total probability of all other cases is small.

4. Each high probability input could result in about 27#»
outputs. The total probability of all other results 1s small.

All the €’s and 8’s implied by the words “small” and “about” in
these statements approach zero as we allow T to increase and S,
to approach the maximizing source.

The situation is summarized in Fig. 10 where the input se-
quences are points on the left and output sequences points on the
right. The upper fan of cross lines represents the range of possible
causes for a typical output. The lower fan represents the range of
possible results from a typical input. In both cases the “small
probability”’ sets are ignored.

Now suppose we have another source S, producing information
at rate B with R < C. In the period T this source will have 277
high probability messages. We wish to associate these with a
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Fig. 10. — Schematic representation of the relations between inputs and outputs
in a channel.

selection of the possible channel inputs in such a way as to get a
small frequency of errors. We will set up this association in all
possible ways (using, however, only the high probability group of
inputs as determined by the source S,) and average the frequency
of errors for this large class of possible coding systems. This is the
same as calculating the frequency of errors for a random associa-
tion of the messages and channel inputs of duration 7. Suppose a
particular output y, 1s observed. What is the probability of more
than one message from S, in the set of possible causes of y,?
There are 27® messages distributed at random in 27#® points.
The probability of a particular point being a message is thus

2T(R—H (z)) .

The probability that none of the points in the fan is a message
(apart from the actual originating message) is

P = [1 — 2T(R-H@) 2™,



74 The Mathematical Theory of Communication

Yy y
positive. Consequently

1 __ O-Tn

1 P4
Hence the probability of an error approaches zero and the first
part of the theorem 18 pro red

the theorem is easily s
we could merely send C bits per second from the source, com-
pletely neglecting the remainder of the information generated. At
the receiver the neglected part gives an eoulvocatlon H(x) — C

and the part transmitted n

attained in many other
the continuous case.

The last statement of the theorem is a simple consequence of
our definition of C. Suppose we can encode a source with H (z) =
C + a in such a way as to obtain an equivocation H,(z) = a —
with € positive. Then

H@) —H,(x) =C + <

with e positive. This contradicts the definition of C as the maxi-
mum of H(x) — H,(x).

Actually more has been proved than was stated in the theorem.
If the average of a set of positive numbers is within € of zero, a

fraction of at most \/ ¢ can have values greater than \/¢. Since
e 1s arbitrarily small we can say that almost all the systems are
arbitrarily close to the ideal.

14. Discussion

The demonstration of Theorem 11, while not a pure existence
proof, has some of the deficiencies of such proofs. An attempt to
obtain a good approximation to ideal coding by following the
method of the proof is generally impractical. In fact, apart from
some rather trivial cases and certain limiting situations, no ex-
plicit description of a series of approximation to the ideal has
been found. Probably this is no accident but is related to the
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tion to a random sequence.

An approximation to the ideal would have the property that if
the s1gnal is altered in a reasonable way by the noise, the original
PRI & T A Tin ~dhan wxranda dha aldanadinn <zrsll s ~d 2an
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general bring it closer to another reasonable signal than the orig-
inal. This 1s accompllshed at the cost of a certaln amount of
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in the proper way to combat the par
volved. However, any redundancy in th e source will usually help
if it 1s utilized at the receiving point. In particular, 1f the source
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eliminate it in matching to the channel, this redundancy will help
combat noise. For example, in a noiseless telegraph channel one
could save about 50% in time by proper encoding of the mes-
sages. This is not done and most of the redundancy of English
remains in the channel symbols. This has the advantage, how-
ever, of allowing considerable noise in the channel. A sizable
fraction of the letters can be received incqrrectly and still recon-
structed by the context. In fact this is probably not a bad approx-
imation to the ideal in many cases, since the statistical structure
of English is rather involved and the reasonable English se-
quences are not too far (in the sense required for theorem) from
a random selection.

As in the noiseless case a delay is generally required to ap-
proach the ideal encoding. It now has the additional function of
allowing a large sample of noise to affect the signal before any
judgment is made at the receiving point as to the original mes-
sage. Increasing the sample size always sharpens the possible
statistical assertions.

The content of Theorem 11 and its proof can be formulated in
a somewhat different way which exhibits the connection with the
noiseless case more clearly. Consider the possible signals of dura-
tion T and suppose a subset of them is selected to be used. Let
those in the subset all be used with equal probability, and suppose
the receiver is constructed to select, as the original signal, the
most probable cause from the subset, when a perturbed signal is
received. We define N (T, q) to be the maximum number of sig-
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Theorem 12: Lim

m
L—x pi

pacity, provided thai g does not equal 0 or 1.
In other words, no matter how we set o

ur
we can dlstmgus.. reliably in time T enough messages to corre-
spond to about CT bits, when 7 is sufficiently large. Theorem 12
can be compared with the definition of the capacity of a noiseless
channel given in section 1

15. Example of a Discrete Channel and lts Capacity

A simple example of a discrete channel is indicated in Fig. 11.
There are three possible symbols. The first is never affected by
noise. The second and third each have probability p of coming
through undisturbed, and q of being changed into the other of the

RECEIVED
SYMBOLS

TRANSMITTED
SYMBOLS

Fig. 11. — Example of a discrete channel.

pair. Let « = — [p log p + q log q] and let P, @ and @ be the
probabilities of using the first, second and third symbols respec-

tively (the last two being equal from consideration of symmetry).

We have:
H(x) = —Plog P—2Q log Q

H,(x) = 2Qa.
We wish to choose P and @ in such a way as to maximize

H(z) — H,(x), subject to the constraint P + 2Q = 1. Hence we
consider
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P = Qe* = QB
8 1
P = n 9 ) Q = n 1
B+ 2 B+ 2
The channel capacity is then
C =log ~—=
Y

Note how this checks the obvious values in the cases p = 1 and
p = 1. In the first, 8 = 1 and C = log 3, which is correct since
the channel is then noiseless with three possible symbols. If p =
1 B=2and C = log 2. Here the second and third symbols can-
not be distinguished at all and act together like one symbol. The
first symbol is used with probability P = 1 and the second and
third together with probability 1. This may be distributed be-
tween them in any desired way and still achieve the maximum
capacity.

For intermediate values of p the channel capacity will lie be-
tween log 2 and log 3. The distinction between the second and
third symbols conveys some information but not as much as in
the noiseless case. The first symbol is used somewhat more fre-
quently than the other two because of its freedom from noise.

16. The Channel Capacity in Certain Special Cases

If the noise affects successive channel symbols independently it
can be described by a set of transition probabilities p;;. This is
the probability, if symbol ¢ is sent, that ; will be received. The
channel capacity is then given by the maximum of

— ; P;p;; log ;P ipij + ;P ipi; log pi;
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method of Lagrange to the equations,

T‘ 1 psi _ — 1 9 . ..
%Jpsjlogw———# s =1, 2, .

2 Pip;;

Multiplying by P, and summing on s shows that u= —C. Let
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This is the system of equations for determining the maximizing
values of P;, with C to be determined so that SP; = 1. When this
is done C will be the channel capacity, and the P; the proper
probabilities for the channel symbols to achieve this capacity.

If each input symbol has the same set of probabilities on the
lines emerging from it, and the same is true of each output sym-

YVa
_ Ya
Y2
Ya
A Y2
V2
a b ¢
Fig. 12, — Examples of discrete channels with the same transition probabilities

for each input and for each output.

bol, the capacity can be easily calculated. Examples are shown in
Fig. 12. In such a case H,(y) is independent of the distribution of
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where the p; are the values of the transition probabilities from

any input symbol. The channel capacity is

NMaw 12, — IT {2\ 1]
viaa |11 \Y) 112\ Y] |

= Max H(y) + 3 p; log p;.

The maximum of H (y) is clearly log m where m 1s the number of
output symbols, since it is possible to make them all equally
probable by making the input symbols equally probable. The

n aonnn
viiauliiilio

In Fig. 12a 1t would

This could be achieved by using only the 1st and 3d symbols. In
Fig. 12b

C=log4—§log3—%log6
=log4—log3—%log2
=10g%2—§—.

In Fig. 12¢ we have
C’=log3—%log2—%log3—%log6

= 98 Torgi gt

Suppose the symbols fall into several groups such that the noise
never causes a symbol in one group to be mistaken for a symbol
In another group. Let the capacity for the nth group be C, (in
bits per second) when we use only the symbols in this group.
Then it 1s easily shown that, for best use of the entire set, the
total probability P, of all symbols in the nth group should be

2Cx
Pn = Ega
Within a group the probability is distributed just as it would be
if these were the only symbols being used. The channel capacity is

C = log Z2¢-,
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g ’ 0 g 9 y
which exact matching to a noisy channel is possibie. There are
two channel symbols, 0 and 1, and the noise affects them in blocks

AVE Cven F o3

= % bits/symbol.
An efficient code, allowing complete correction of errors and
transmitting at the rate C, is the following (found by a method
due to R. Hamming) :
Let a block of seven symbols be X,, X,, - - -, X;. Of these
Xs, X5, X and X; are message symbols and chosen arbitrarily
by the source. The other three are redundant and calculated as

follows:
X, is chosen to make « = X, + X5 + X¢ + X; even
X2 13 4 113 ({3 B — X2 + X3 + XG _{_ X7 o
X1 {4 [ {3 {4 Y — Xl + X3 + X5 + X7 43

When a block of seven is received «, 8 and y are calculated and
if even called zero, if odd called one. The binary number « B8 y
then gives the subscript of the X; that is incorrect (if O there
was no error).'°

¥ For some further examples of self-correcting codes see M. J. E. Golay,
“Notes on Digital Coding,” Proceedings of the Institute of Radio Engineers,
v. 37, No. 6, June, 1949, p. 637.



We now consider the case where the signals or the messages or
both are continuously variable, in contrast with the discrete
nature assumed heretofore. To a considerable extent the con-
tinuous case can be obtained through a limiting process from the
discrete case by dividing the continuum of messages and signals
into a large but finite number of small regions and calculating
the various parameters involved on a discrete basis. As the size
of the regions is decreased these parameters in general approach
as limits the proper values for the continuous case. There are,
however, a few new effects that appear and also a general change
of emphasis in the direction of specialization of the general results
to particular cases.

We will not attempt, in the continuous case, to obtain our
results with the greatest generality, or with the extreme rigor of
pure mathematics, since this would involve a great deal of ab-
stract measure theory and would obscure the main thread of the
analysis. A preliminary study, however, indicates that the theory
can be formulated in a completely axiomatic and rigorous manner
which includes both the continuous and discrete cases and many
others. The occasional liberties taken with limiting processes in
the present analysis can be justified in all cases of practical
interest.

18. Sets and Ensembles of Functions

We shall have to deal in the continuous case with sets of fune-
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implies, 1s merely a class or collection of functions, generally of

one variable, time. It can be specified by giving an explicit rep-
resentation of the various functions in the set, or implicitly by

N
a propertvy which functions in the set possess and others
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1. The set of functions:
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the set

2. The set of all functions of time containing no frequencies over
VI mernlac cnmee e Al
vy CyCIlEs pel seColu

3. The set of all functions limited in band to W and in amplitude
to A.

4. The set of all English speech signals as functions of time.

An ensemble of functions is a set of functions together with a
probability measure whereby we may determine the probability
of a function in the set having certain properties.! For example
with the set,

fo(t) = sin (¢ + 6),

we may give a probability distribution for 6, say P(6). The set
then becomes an ensemble.
Some further examples of ensembles of functions are:

1. A finite set of functions fx(t) (k =1, 2, - - -, n) with the
probability of fx being px.

2. A finite dimensional family of functions
flay, az, =+ +, an; )
with a probability distribution for the parameters a;:
play, * * *, an).

For example we could consider the ensemble defined by

flay, -+, Gny 61, - - -, On; t) = ;an sin n(wt + 6,)

!In mathematical terminology the functions belong to a measure space
whose total measure is unity.
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ently, and the phases 0 dlstrlbuted umformly (from 0 to 21r)
and independently.
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. N e sin Tt(2Wt — n)
A;, 1) = L =
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with the a; normal and independent all with the same standard
deviation \/ N. This is a representation of “white” noise, band
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4. Let points be distributed on the t axis according to a Poisson
distribution. At each selected point the function f(¢) is placed

x v
I”] ]’\ A'I‘FFDY’OY\*‘ Fl1hn+1nﬁc ﬂ{]f]ﬂf‘] orTvInNno +}'\D D'I’\QDYY\]"\]D
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k=—w0

where the t; are the points of the Poisson distribution. This
ensemble can be considered as a type of impulse or shot noise
where all the impulses are identical.

5. The set of English speech functions with the probability meas-
ure given by the frequency of occurrence in ordinary use.

An ensemble of functions f.(t) is stationary if the same en-
semble results when all functions are shifted any fixed amount
in time. The ensemble

fo(t) = sin (t + )
1s stationary 1f 6 is distributed uniformly from 0 to 2x. If we

shift each function by ¢; we obtain

fe(t + t1) = sin (t + ly + 0)
sin (¢t + ¢)

I

> This representation can be used as a definition of band limited white noise.
It has certain advantages in that it involves fewer limiting operations than
do definitions that have been used in the past. The name “white noise,”
already firmly intrenched in the literature, is perhaps somewhat unfortu-
nate. In optics white light means either any continuous spectrum as con-
trasted with a point spectrum, or a spectrum which is flat with wavelength
(which is not the same as a spectrum flat with frequency).
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changed but the ensemble as a whole is 1nvarlant under the trans-

lation. The other examples given above are also stationary.

An ensemble is ergodic if it is stationary, and there is no
N R Y R | A I 1. . S PUSRY R S SO i Ba IR [ i (SRR |
sSupselv Ul ull 1UILICULIOILS 11 bllb‘ SEL WILIL 4 plUUdUlllby alllereiliu
from 0 and 1 which is stationary. The ensemble
~v (4 1L N0\
oIlll \(/ - [7)
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transformed into itself under all time translations. On the other

hand the ensemble
asin (t + 6)

with a distributed normally and 6 uniform is stationary but not
ergodic. The subset of these fun ns with a between 0 and 1, for

example, is stationary, and has a probablhty not equal to 0 or 1.

Of the examples given, 3 and 4 are ergadic, and 5 may perhaps
be considered so. If an ensemble is ergodic we may say roughly
that each function in the set is typical of the ensemble. More
precisely it is known that with an ergodic ensemble an average
of any statistic over the ensemble is equal (with probability 1)
to an average over all the time translations of a particular func-
tion in the set.® Roughly speaking, each function can be expected,
as time progresses, to go through, with the proper frequency, all
the convolutions of any of the functions in the set.

Just as we may perform various operations on numbers or
functions to obtain new numbers or functions, we can perform
operations on ensembles to obtain new ensembles. Suppose, for
example, we have an ensemble of functions f«(t) and an operator
T which gives for each function f,(¢) a resulting function g, (¢):

ga(t) = Tfa(t).

*This is the famous ergodic theorem or rather one aspect of this theorem
which was proved in somewhat different formulations by Birkhoff, von
Neumann, and Koopman, and subsequently generalized by Wiener, Hopf,
Hurewicz and others. The literature on ergodic theory is quite extensive
and the reader is referred to the papers of these writers for precise and
general formulations; e.g., E. Hopf “Ergodentheorie,” Ergebnisse der Math-
ematic und threr Grenzgebiete, v. 5; “On Causality Statistics and Proba-
bility,” Journal of Mathematics and Physiwcs, v. XIII, No. 1, 1934; N.
Wiener “The Ergodic Theorem,” Duke Mathematical Journal, v. 5, 1939.
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for the set f.,(t) The probablllty of a certaln subset of the g.,(t)

functions is equal to that of the subset of the f,(¢) functions
f n

which produce members of the given subset of g functions under
1 PRI 1.4 m h 0 ) FONNSIRAURS ) NN X mmnnacrmim e AR o oo L A
the operation 7. Physically this corresponds to passing the

ensemble through some device, for example, a filter, a rectifier

or a modulator. The output functions of the device form the
neamhle a4 (#)
\% ll/c

eLLL) LLAN A ya\

A device or operator 7 will be called invariant if shifting the

all
input merely shifts the output, i.e., if

ga(t) = Tfa(t).
implies

ga(t + t1) = Tfa(t + t1)
for all f,(¢) and all ¢,. It is easily shown (see Appendix 5) that
if T is invariant and the input ensemble is stationary then the
output ensemble is stationary. Likewise if the input is ergodic the
output will also be ergodic.

A filter or a rectifier is invariant under all time translations.
The operation of modulation is not, since the carrier phase gives
a certain time structure. However, modulation is invariant under
all translations which are multiples of the period of the carrier.

Wiener has pointed out the intimate relation between the in-
variance of physical devices under time translations and Fourier
theory.* He has shown, in fact, that.if a device is linear as well
as invariant Fourier analysis is then the appropriate mathe-
matical tool for dealing with the problem.

An ensemble of functions is the appropriate mathematical
representation of the messages produced by a continuous source
(for example, speech), of the signals produced by a transmitter,

and of the perturbing noise. Communication theory is properly

* Communication theory is heavily indebted to Wiener for much of its
basic philosophy and theory. His classic NDRC report, The Interpolation,
Ezxtrapolation, and Smoothing of Stationary Time Series (Wiley, 1949),
contains the first clear-cut formulation of communication theory as a statis-
tical problem, the study of operations on time series. This work, although
chiefly concerned with the linear prediction and filtering problem, is an
important collateral reference in connection with the present paper. We
may also refer here to Wiener’s Cybernetics (Wiley, 1948), dealing with the
general problems of communication and control.
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tions on particular functions, but with operations on ensembles

of functions. A communication system is designed not for a par-

ticular speech function and still less for a sine wave, but for the
ensemble of speech functions

AARSAL a Ui ARaaU VAT,

. L]
12. Band Limited Ensembles of Funclions
TN M~V o~ iy 1. lawnd faumcn N ~ YI7
If a function o ) ] panda irom O to W

L
ompletely determined by giving its ordi-

ecalyirrava addlRaVGVVRLR &

Theorem 13: Let f(t) contain no frequencies over W.
Then

_ - sin m(2Wt — n)
10 = ZX = i
where
n
" =f( oW )

In this expansion f(¢) is represented as a sum of orthogonal
functions. The coefficients X, of the various terms can be con-
sidered as coordinates in an infinite dimensional “function space.”
In this space each function corresponds to precisely one point
and each point to one function.

A function can be considered to be substantially limited to a
time T 1f all the ordinates X, outside this interval of time are
zero. In this case all but 2TW of the coordinates will be zero.
Thus functions limited to a band W and duration T correspond
to points in a space of 2T'W dimensions.

A subset of the functions of band W and duration T corre-
sponds to a regilon in this space. For example, the functions
whose total energy is less than or equal to E correspond to
points in a 2TW dimensional sphere with radius r =~/ 2WE.

An ensemble of functions of limited duration and band will be

*For a proof of this theorem and further discussion sece the author’s paper
“Communication in the Presence of Noise” published in the Proceedings of
the Institute of Radio Engineers, v. 37, No. 1, Jan., 1949, pp. 10-21.
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corresponding n dimensional space. If the ensemble is not limited

in time we can consider the 2TW coordinates in a given interval
T to represent substantially the part of the function in the

interval T and the probability distribution p(x;, - - -, z,) to
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duration.

20. Entropy of a Continuous Distribution

The entropy of a discrete set of probabilities p,, - + + , p, has
been defined as:

Trr

N,
H = — £.p; 108 D;.

In an analogous manner we define the entropy of a continuous
distribution with the density distribution function p(z) by:

H= —[_ p(z) log p(z) dz.
With an n dimensional distribution p(x,, -.* -, x,) we have
H = _/. . fp(xlxn) log p(z1, - - -, xx) dz1 - - - dn.

If we have two arguments x and y (which may themselves be
multidimensional) the joint and conditional entropies of p(z, y)
are given by

H(z,y) = —ffp(x, y) log p(z, y) dx dy

and
HAw) = = [[p(z,0) log L2 dz ay

Hy(z) = — [ [p(z,v) log ”(( §’) dz dy
where

p(x) =[p(x, y) dy
p(y) =]p(x, y) dz.

The entropies of continuous distributions have most (but not
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p(z,y) = p(x) p(yy (apart possibly from a set of points of
probability zero).

vonsiaer a geuerahzed averagin operatmu 0 WIIgZ
type )
p'(y) = [a(z,y) p(z) dz
with
[a,y) dz = [a(z,y) dy = 1, alz, y) > 0.

Then the entropy of the averaged distribution p’(y) is equal
to or greater than that of the original distribution p(z).

We have
H(z,y) = H(z) + H:(y) = H(y) + Hy(x)
and
H.(y) < H(y).

Let p(x) be a one-dimensional distribution. The form of p(x)
giving a maximum entropy subject to the condition that the
standard deviation of z be fixed at ¢ is Gaussian. To show this
we must maximize

H(z) = — [p(x) log p(z) dz
with
o? =/p(x)x2 dx and 1 =[p(x) dx

as constraints. This requires, by the calculus of variations,
maximizing

[1= p(@) log p(@) + rp(@)2* + up(@)] da.
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—1—logp(z) +Ax?+ p=20

and consequently (adjusting the constants to satisfy the con-
straints)

1
1

”(x) - e—(le2dz)o
e V2ro

Similarly in n dimensions, suppose the second order moments
of p(xy, - + -, x,) are fixed at A;;:
r r ) .
A= |- fzxzxip(xs, -+, Tx) d21 - - - dTn.
J J

Then the maximum entropy occurs (by a similar calculation)
. o

tion wit
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6. The entropy of a one-dimensional Gaussian distribution whose
standard deviation is ¢ 1s given by

H(x) = log \/ 27e 0.

This is calculated as follows:

1 2 2
T =__—e—(2/20')
p(z) VZr o
R 2
— log p(x) = log\/2r e + 2xa2

H(x) = — [p(2) log p(z) da

— x‘.’.
=[p(x) log\/2r ¢ dx +/p(x) 997 dx
- 0-2
=10g\/27r0' + 957

= log\/27r 0 + log\/ e
= log v/ 27eo.

Similarly the n dimensional Gaussian distribution with asso-
ciated quadratic form a;; is given by

ai; |}
p(xl, IR xn) = —g?r—;‘;!'/T exp (— % Ea”X,‘XJ)
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——and the entropy can be caleulatedas——— —— —— —— ———

H = log (27e)™? | a;; |~}

where | a;; | is the determinant whose elements are a;;.
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then the maximum entropy occurs when

1
p(e) = —— 1
a
and 1s equal to log ea.
8. There is one important, difference between the continuous and
dAicoarata antraontae In the dicorate naca tha antronyv maaciires 1n
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an absolute way the randomness of the chance variable. In the
continuous case the measurement is relative to the coordinate
system. If we change coordinates the entropy will in general
change. In fact if we change to coordinates y, - - - y, the new
entropy 1s given by

H(y) =/~ - '/p(:cl S Tp) J(%)
log p(z1 - - - Zn) J(—‘;—) dy: - - - dyn

where J (%) is the Jacobian of the coordinate transformation.

On expanding the logarithm and changing variables to z, -
Zn, We obtaln:

H(y) = H(x) —/- - -/p(xl, <, xp) log J(_yyc_) dry - - - dx,.

Thus the new entropy is the old entropy less the expected log-
arithm of the Jacobian. In the continuous case the entropy can
be considered a measure of randomness relative to an assumed
standard, namely the coordinate system chosen with each
small volume element dx, - - - dz, given equal weight. When
we change the coordinate system the entropy in the new sys-
tem measures the randomness when equal volume elements
dy, - + * dy, in the new system are given equal weight.

In spite of this dependence on the coordinate system the



Continuous Information 91

discrete case. This is due to the fact that the derived concepts

of information rate and channel capacity depend on the differ-
ence of two entropies and this difference does not depend on

the coordinate frame. each of the two terms being chaneged bv

MALLLW VY AL uaaavy A vaav MR =) viimUia

(

QAN N O eaa T

tl ne same dlllULllll:
The entropy of a continuous distribution can be negative.
The scale of measurements sets an arbitrary zero correspond-

1ng to a unlform distribution over a unit volume. A dlstrlbu-

©

i = : a;;%;.

In this case the Jacobian is simply the determinant | a;; |-* and
H(y) = H(x) + log | ai; |.

In the case of a rotation of coordinates {or any measure pre-
serving transformation) J =1 and H(y) = H (x).

21. Entropy of an Ensemble of Functions

Consider an ergodic ensemble of functions limited to a certain
band of width W cycles per second. Let

D(Ly, * * *, Tn)

be the density distribution function for amplitudes z, - - - z, at
n successive sample points. We define the entropy of the ensemble
per degree of freedom by

H'——le—/ /p(x&,"', Tn)

n— o

log p(xy, - - -, z,) dxy - - - dz,.

We may also define an entropy H per second by dividing, not by
n, but by the time T in seconds for n samples. Since n = 2TW,
H =2WH’.
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long sequences, and t
quences of long length. In the contlnuous case 1t is related in a
similar fashion to the logarithm of the mobabzlztu density for a

long series of samples, and the volume of reasonably high proba-
hilid4xr 1» +ha Frinnntinn anann
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More precisely, if we assume p(z,, * * + , z,) continuous in all
the z; for all n, then for sufficiently large n

logp _ 4
n

<e€

for all choices of (x,, - - - , x,) apart from a set whose total
probability is less than §, with § and e arbitrarily small. This fol-
lows from the ergodic property if we divide the space into a large
number of small cells.

The relation of H to volume can be stated as follows: Under
the same assumptions consider the n dimensional space corre-
sponding to p(z,, - + *, x). Let V,,(q) be the smallest volume in
this space which includes in its interior a total probability q.
Then

Lim 08 Val®)  _ m
n—o n
provided g does not equal 0 or 1.

These results show that for large n there 1s a rather well-defined
volume (at least in the logarithmic sense) of high probability,
and that within this volume the probability density is relatively
uniform (again in the logarithmic sense).

In the white noise case the distribution function is given by

_ 1 1l s
Py, =) ) = oy P Ty B
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density are spheres and the entire distribution has spherical sym-

metry. The region of high probability 1s a sphere of radius

v/ nN Ac n— oo the nrobabilitv of beine outside a snhere of
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radius \/ n(N + €) approaches zero however small ¢ and - times

the logarithm of the volume of the sphere approaches log \/ 2weN.
In the continuous case it is convenient to work not with the
"

v H of an ensemble but with a derived auantit
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rived qu y

y power. This is defined as the power in a
white noise limited to the same band as the original ensemble
and having the same entropy. In other words if H’ is the entropy
of an ensemble its entropy power is

[y

N, =

exp 2H’.
27e ol
In the geometrical picture this amounts to measuring the high
probability volume by the squared radius of a sphere having the
same volume. Since white noise has the maximum entropy for a
given power, the entropy power of any noise is less than or equal
to its actual power.

22. Entropy Loss in Linear Filters

Theorem 14: If an ensemble having an entropy H, per degree
of freedom 1n band W 1is passed through a filter with character-
wstic Y (f) the output ensemble has an entropy

H, = H, +%];Vlog Y () |2 df.

The operation of the filter is essentially a linear transformation of
coordinates. If we think of the different frequency components as
the original coordinate system, the new frequency components
are merely the old ones multiplied by factors. The coordinate
transformation matrix is thus essentially diagonalized in terms of
these coordinates. The Jacobian of the transformation is (for n
sine and n cosine components)

J = g | Y(f:) |2 = exp = log | Y(f:) |2
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by the geometric mean gain of the filter. If the gain is measure
in db, then the output entropy power will be increased by the

arlthmetlc mean db gain over W.
In Table I the entropy power loss has been calculated (and
i

£
1
~1 1 S S
filters are also given 1or

nvn?‘ncanr] ‘“ /]l\\ "“r\" [») ““mkn"
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The impulsive responses of these
W = 2x, with phase assumed to be 0.
The entropy loss for many other cases can be obtained from

n]n
alis

these results. For example the entropy power factor —el,‘; for the

first case also applies to any gain characteristic obtained from
1 — o by a measure preserving transformation of the o axis. In
particular a linearly increasing gain G (o) = o, or a “saw tooth”
characteristic between 0 and 1 have the same entropy loss. The

reciprocal gain has the reciprocal factor. Thus %has the factor e2.

Raising the galn to any power raises the factor to this power.

23. Entropy of the Sum of Two Ensembles

If we have two ensembles of functions f,(¢) and gg(t) we can
form a new ensemble by “addition.” Suppose the first ensemble
has the probability density function p(z,, - - - , z,) and the
second q(x,, - - +, x,). Then the density function for the sum is
given by the convolution:

r(xl,'“,xn)=[--'[p(y1,“',yn)
@@ — Y1, 0, Ta— Ya) dyr dye ¢ - - AYn.

Physically this corresponds to adding the noises or signals repre-
sented by the original ensembles of functions.
The following result is derived in Appendix 6.

Theorem 15: Let the average power of two ensembles be N,
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I
it with a resultant entropy power approximately equal to the

of the white noise power and the signal power (measured from
the average qmnal valup which is normally zero), provided the

o K = o

2

L 1 i

Consider the function space associated with these ensembles
having n» dimensions. The white noise corresponds to the spherical
Gaussian distribution in this space. The signal ensemble corre-

i
-

sponds to another probability distribution, not necessarily Gaus-
Al V1l Dt}llcllbal 14T VU V11T DOCTUULllU 111VU11IT11ULW Ul VIO WUIDL1I1VJUvIVUIL
about its center of gravity be ay;. That is, if p(z,, - - -, x,) is

the density distribution function
@i =/‘ ) 'fp(x,-— a;) (z; — a;) dz1 - - dz,

where the «; are the coordinates of the center of gravity. Now a;;
is a positive definite quadratic form, and we can rotate our
coordinate system to align it with the principal directions of this
form. a;; is then reduced to diagonal form b;;. We require that
each b;; be small compared to N, the squared radius of the
spherical distribution.

In this case the convolution of the noise and signal produce
approximately a Gaussian distribution whose corresponding

quadratic form 1s
N + bii.

The entropy power of this distribution is

[TI(N + b)) |/
or approximately
= [(N)" + Zbu(N)» 1"

= N +—1— Ebii.
n

The last term is the signal power, while the first is the noise
power.



24. The Capacity of a Continuous Channel

In a continuous channel the input or transmitted signals will be
continuous functions of time f(¢) belonging to a certain set, and
the output or received signals will be perturbed versions of these.
We will consider only the case where both transmitted and re-
ceived signals are limited to a certain band W. They can then be
specified, for a time T, by 2TW numbers, and their statistical
structure by finite dimensional distribution functions. Thus the
statistics of the transmitted signal will be determined by

P(zy, + + -, 2a) = P(x)

and those of the noise by the conditional probability distribution
Pz”"',a:,‘(yl,"’,yn) =P-’t(y)

The rate of transmission of information for a continuous chan-
nel is defined in a way analogous to that for a discrete channel,
namely

R=H(z) — H,(2)

where H (x) is the entropy of the input and H,(x) the equivoca-
tion. The channel capacity C is defined as the maximum of R
when we vary the input over all possible ensembles. This means
that in a finite dimensional approximation we must vary P(x) =
P(x,, - -+ -, x2,) and maximize

— [P@) log P@) dz + [ [P, ) log —%—’y@)’—) dz dy.
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Thi | :

[P, y) log —2 2 4y ay
JIT P(@)P(y)

using the fact thatJIrJIrP(x, y) log P(z) dx dy = JIPP(x) log P(x) dz.

_

The channel capacity 1s thus expressed as follows:

, P(
C = Lim Max P(x, y) log ——
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Towo P(x)
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(see Appendlx 7) it will always exist while H (z) — H y(r) may
assume an indeterminate form o — oo in some cases. This occurs,
for example, if x is limited to a surface of fewer dimensions than
n in 1ts n dimensional approximation.

If the logarithmic base used in computing H(x) and H,(x) is
two then C is the maximum number of binary digits that can be
sent per second over the channel with arbitrarily small equivoca-
tion, just as in the discrete case. This can be seen physically by
dividing the space of signals into a large number of small cells,
sufficiently small so that the probability density P,(y) of signal
x being perturbed to point y is substantially constant over a cell
(either of x or y). If the cells are considered as distinct points
the situation is essentially the same as a discrete channel and the
proofs used there will apply. But it is clear physically that this
quantizing of the volume into individual points cannot in any
practical situation alter the final answer significantly, provided
the regions are sufficiently small. Thus the capacity will be the
limit of the capacities for the discrete subdivisions and this is
just the continuous capacity defined above.

On the mathematical side it can be shown first (see Appendix 7)
that if u is the message, = is the signal, y is the received signal
(perturbed by noise) and v the recovered message then

H(x) — Hy(x) > H(u) — Hy(u)

are transformed in any one-to-one way. This integral expression
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on y to obtain v. Thus no matter how we encode the binary digits

to obtain the signal, or how we decode the received signal to
recover the message, the dlscrete rate for the blnarv digits does

_____________________ ns
system for transmitting binary digits at the rate C with as small
an equivocation or frequency of errors as desired. This is true,
for example, if, when we take a finite dimensional approximating

space for fho mn‘na] ‘annﬁnnq P(r ’u\ 1e nnhhnnnnc in hoth r and
IJW\/\/ ANJL Vil Ulal‘wl A ALLIU VAV LAY rF s \W, ASAVI PR VS ¥ AAL AR/ VAL A/ AAANA
ai avrnnt at a cot AL ATt AT At L.\Lll:L-- PR
y €XCEPL al a S€U Ol pUlIlbb Ol p[UUdUlllby ZEro,

An important special case occurs when the noise is added to
the signal and is independent of it (in the probability sense).
Then P,(y) i1s a function only of the (vector) difference n =

(v — 1)
\y *J

P,(y) = Q(y — z)
and we can assign a definite entropy to the noise (independent
of the statistics of the signal), namely the entropy of the dis-
tribution @ (n). This entropy will be denoted by H (n).

Theorem 16: If the signal and noise are independent and the
recetved signal is the sum of the transmitted signal and the noise
then the rate of transmission s

R =H(y) — H(n),
e., the entropy of the recewwed signal less the entropy of the
noise. The channel capacity is

C = Max H(y) — H(n).

P(z)
We have, since y = = + n:
H(z,y) = H(z,n).

Expanding the left side and using the fact that x and n are
independent
H(y) + H(x) = H(xz) + H(n).
Hence
R =H(z) — Hy(z) = H(y) — H(n).

Since H(n) is independent of P(x), maximizing R requires
maximizing H (y), the entropy of the received signal. If there are
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entropy of the received signal must be maximized sub]ect to these

constraints.

25. Channel Capacity with an Average Power Limitation
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imum entropy for the received signals occurs when they also form
a white noise ensemble since this is the greatest possible entropy

far a nowoar P 4+ N and ran he nhtained hv a cimtahla nhnaine nf
PRV Y A PU Yvua rF s 4V w@ililiuia vl [VAWIERVANAY“TOP WAV § UJ W PDuUuivaviv uvilivivue vl
PR FO U A IR I WIS 1 RN | RSN PRI JURI.Y (N 1 PN PR FL I
Lie elselple 01 ransinivled signadais, 11aimely 11 tiley 10rmm a wiIllte
noise ensemble of power P. The entropy (per second) of the
received ensemble is then
H(y) = W log 2=e(P + N),
and the noise entropy is
H(n) = W log 2=eN.
The channel capacity is
P+ N
C =H(y) — H(n) = W log — N

Summarizing we have the following:

Theorem 17: The capacity of a channel of band W perturbed
by white thermal noise of power N when the average transmitter
power ts limited to P is given by

P+ N
N

This means that by sufficiently involved encoding systems
we can transmit binary digits at the rate W log, %ﬂ— bits
per second, with arbitrarily small frequency of errors. It is not
possible to transmit at a higher rate by any encoding system
without a definite positive frequency of errors.

To approximate this limiting rate of transmission the trans-

mitted signals must approximate, in statistical properties, a white

C =W log
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scrlbed as follows: Let M = 2°® samples of Whlte noise be con-

structed each of duration T. These are assigned binary numbers
from 0 to (M — 1). At the transmitter the message sequences are

broken up into grouns of ¢ and for each eroun the corresponding
A7 A \JAMN AL “t’ ALA VN DLV\AIJU s i v LUiLANA AN A AV iAa b‘ V“IJ VAAN \/v‘.‘.\}ur’v AAAAAA

m~ran cnininla te drariaritdiad oo 4L P | AL 4l smAanAcscraw

101D ddll }Jle IS ulallsSIIILteu ad Ll Sigllal. AL llU lchIVEl lallt: iVl

samples are known and the actual received signal (perturbed by
noise) is compared with each of them. The sample which has the
least R.MS dlscreoancv from the received signal is chosen as

-

the trans ed s nd fh ecorreannndine hinarv nuimher re-
A AAdNAdlA U A -lb 1 1\.& via \/Vl&\/uyuxxunlla ”LlLWLJ AALVALLANI A o\

CONS PR R | g ) PR g 2~ oAb ot e L i ad s~ AL T

CUI lb rucveda. 11118 [JI OCESS amourits 10 ¢noosin ULIC 11105 L Propvavice

(a posteriort) signal. The number M of noise samples used will
depend on the tolerable frequency e of errors, but for almost all
selections of samples we have
: . log M(e, T)
Lim Lim —28 \e, 1)
e—0 T—ow T

=W log —7\7—’

so that no matter how small ¢ is chosen, we can, by taking T
sufficiently large, transmit as near as we wish to TW log £—4]\;—N
binary digits in the time 7.

P+ N
N
case have been developed independently by several other
writers, although with somewhat different interpretations. We
may mention the work of N. Wiener,” W. G. Tuller,® and H.

Sullivan in this connection.

Formulas similar to C = W log for the white noise

In the case of an arbitrary perturbing noise (not necessarily
white thermal noise) it does not appear that the maximizing
problem involved in determining the channel capacity C can be
solved explicitly. However, upper and lower bounds can be set
for C in terms of the average noise power N and the noise entropy
power N,. These bounds are sufficiently close together in most

® This and other properties of the white noise case are discussed from the
geometrical point of view in “Communication in the Presence of Noise,”
loc. cit.

" Cybernetuics, loc. cit.

® “Theoretical Limitations on the Rate of Transmission of Information,”
Proceedings of the Institute of Radio Engineers, v. 37, No. 5, May, 1949,
pp. 468-78.
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I

average transmaitter power
average noise power
, = entropy power of the noise.

22*5
I

Here again the average power of the perturbed signals will be
P + N. The maximum entropy for this power would occur if the
received signal were white noise and would be W log 2ze(P + N).

It mav not he possiu‘e to ach 1eve ’rh1e’ l.e., fhorp rn-:uy not he any
““““““ donsamcvammadd ~ 2l 2 AV o L, I ~ A1 4. 4l ~ mead .._L no
b'lleII.lUle Ul LI allsHivteu SIgHals Wlll(_,“ auucu LO LIl l) crourpling
noise, produce a white thermal no the receiver, but at least

ise a
this sets an upper bound to H (y). We have, therefore
C = Max H(y) — H(n)
< Wlog 2#xe(P + N) — W log 2=eN,.

This is the upper limit given in the theorem. The lower limit can
be obtained by considering the rate if we make the transmitted
signal a white noise, of power P. In this case the entropy power
of the received signal must be at least as great as that of a white
noise of power P + N, since we have shown in Theorem 15 that
the entropy power of the sum of two ensembles is greater than or
equal to the sum of the individual entropy powers. Hence

Max H(y) > W log 27e(P + N,)
and
C > W log 2me(P + N1) — W log 2meN,
P+ N,
N,
As P increases, the upper and lower bounds in Theorem 18 ap-

proach each other, so we have as an asymptotic rate

P+ N
. N1 .
If the noise is itself white, N = N, and the result reduces to the
formula proved previously:

= W log

W log
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/ P N\
C = W log (1 + 5 )

If the noise is Gaussian but with a spectrum which is not nec-
naganilsr Aat AT o tha oonnrnantrin rmoan ~F +ha nAatcs mAIrar Asron 4+ A
codvalll uau, 1V 1 Id ULIC 5CUUJCl/llb licall Ul ULIC IUIDC PUWCL UvcCl ullc

I rry fa ol
various frequencies in the band Thus

N, = exp — [ log N(f) df

vwoJw

where N (f) 1s the noise power at fre

Theorem 19: If we set the capacity for a given transmatter
power P equal to

N,
then 5 is monotonic decreasing as P increases and approaches O
as a lzmzt.
Suppose that for a given power P, the channel capacity is
P, + N — m
W log P .

This means that the best signal distribution, say p(z), when
added to the noise distribution ¢(x), gives a received distribution
r(y) whose entropy power is (P, + N — 5,). Let us increase the
power to P, + AP by adding a white noise of power AP to the
signal. The entropy of the received signal is now at least

H(y) = W log 2re(P, + N — n, + AP)

by application of the theorem on the minimum entropy power of
a sum. Hence, since we can attain the H indicated, the entropy of
the maximizing distribution must be at least as great and » must
be monotonic decreasing. To show that s — 0 as P — oo consider
a signal which is a white noise with a large P. Whatever the per-
turbing noise, the received signal will be approximately a white
noise, if P is sufficiently large, in the sense of having an entropy
power approaching P + N.

26. The Channel Capacity with a Peak Power Limitation

In some applications the transmitter is limited not by the average



104 The Mathematical Theory of Communication

of calculating the channel capac1ty is then that of maximizing

(by variation of the ensemble of transmitted symbols)

Ir{,,\ __ ILI{..\
L1 \Yy) L1 \1v)
+ 4~ 4L nnnn#nn:v\# +hat n]] +hna frivnntrnana £ 3 +ha
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' /o
semble be less than or equ ual to v O, 8ay, for all i. A constraint

of this type does not work out as Well mathematically as the
average power limitation. The most we have obtained for this

q . .
case 1s a lower bound valid for all —, an ‘“‘asymptotic’’ upper

Theorem 20: The channel capacity C for a band W perturbed
by white thermal noise of power N s bounded by

2 S
¢z Wlog — o
where S 1s the peak allowed transmitter power. For suffictently
large —]%— .
— S+ N
e

C > W log

where € is arbitrarily small. As % — 0 (and provided the band W

starts at 0)
C/W log (1 +—fr—>—»l.

We wish to maximize the entropy of the received signal. If

S is large this will occur very nearly when we maximize the

N
entropy of the transmitted ensemble.

The asymptotic upper bound is obtained by relaxing the condi-
tions on the ensemble. Let us suppose that the power is limited
to S not at every instant of time, but only at the sample points.
The maximum entropy of the transmitted ensemble under these
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“g. . .
CU UL1IU] U €I Ld Y

under the original conditions. This altered problem can be solved

easily. The maximum entropy occurs if the different samples are
independent and have a distribution function which is constant

S
—— o and the channel capacity is obtained by
\

4

with e — 0 as

ar

subtracting the entropy of the white noise, W log 27eN :

W lOg (4S + 21’1617\VT) (1 "lr t‘:) —

(1 4+ ).

This 1s the desired upper bound to the channel capacity.

To obtain a lower bound consider the same ensemble of func-
tions. Let these functions be passed through an ideal filter with a
triangular transfer characteristic. The gain is to be unity at fre-
quency 0 and decline linearly down to gain 0 at frequency W.
We first show that the output functions of the filter have a peak
power limitation S at all times (not just the sample points). First

we note that a pulse s 20V going into the filter produces
27Wt
1 sin?2 #Wt
2 (mWt)?

in the output. This function is never negative. The input function
(In the general case) can be thought of as the sum of a series of
shifted functions

sin 27 Wt
27 Wi

where a, the amplitude of the sample, is not greater than \/S.
Hence the output is the sum of shifted functions of the non-
negative form above with the same coefficients. These functions
being non-negative, the greatest positive value for any ¢t is ob-
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values, i.e., \/S. In this case the input function was a constant

of amplitude \/— S and since the filter has unit gain for D.C., the

nnfnnf 1s the same. Hence the nnfnnf ensemble has a nna]z

OULLAT . AATLLV LISV ILARNI LAY P

power S.

The entropy of the output ensemble can be calculated from that
of the input ensemble by using the theorem dealing with such a
situation. The output entropy is equal to the input entropy plus

the geometrical mean gain ofd the filter
leog ¢ df = [ log (W N L o
k8T )9 e
Hence the output entropy is
W log 4S8 — 2W = W log

and the channel capacity is greater than

2 8
5 N°

We now wish to show that, for small ——;3— (peak signal power

over average white noise power), the channel capacity is ap-
proximately

C=Wlog<1+—]%—>.

More precisely C/W log (1 + —%)—91 as —]%——»0. Since the

average signal power P is less than or equal to the peak S, it

follows that for all —]SV

P S
05W1og(1+—zv>gwmg(1+-]v).

Therefore, if we can find an ensemble of functions such that
they correspond to a rate nearly W log (1 —}——]SV—) and are

limited to band W and peak S the result will be proved. Consider
the ensemble of functions of the following type. A series of ¢
samples have the same value, either +4/S or —+/S , then
the next ¢ samples have the same value, ete. The value for a
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o5 is ] lom, bability 1 for +~/S p 1
—+/8 . If this ensemble be passed through a filter with triangu-
lar gain characteristic (unit gain at D.C.), the output 1s peak
limited to + S. Furthermore the average power is nearly S and

be made to approach this by taking ¢ sufficiently la
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1e theorem on the sum of a noise an
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Q
is sufficiently small. This can be insured by taking 7‘3.— small

enough (after t is chosen). The entropy power will be S+ N to
as close an approximation as desired, and hence the rate of
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27. Fidelity Evaluation Functions

In the case of a discrete source of information we were able to
determine a definite rate of generating information, namely the
entropy of the underlying stochastic process. With a continuous
source the situation is considerably more involved. In the first
place a continuously variable quantity can assume an infinite
number of values and requires, therefore, an infinite number of
binary digits for exact specification. This means that to transmit
the output of a continuous source with exact recovery at the re-
ceiving point requires, in general, a channel of infinite capacity
(in bits per second). Since, ordinarily, channels have a certain
amount of noise, and therefore a finite capacity, exact transmis-
sion is impossible.

This, however, evades the real issue. Practically, we are not
interested in exact transmission when we have a continuous
source, but only in transmission to within a certain tolerance. The
question is, can we assign a definite rate to a continuous source
when we require only a certain fidelity of recovery, measured in
a suitable way. Of course, as the fidelity requirements are in-
creased the rate will increase. It will be shown that we can, in
very general cases, define such a rate, having the property that
it is possible, by properly encoding the information, to transmit it
over a channel whose capacity 1s equal to the rate in question,
and satisfy the fidelity requirements. A channel of smaller ca-
pacity 1is insufficient.
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of the idea of fidelity of transmission. Consider the set of mes-

sages of a long duration, say T seconds. The source is described
1vine the probability r‘]pnmfv P(x ) in th

1l AUV RALAAOAV Y

the source will select the message in ques
munication system is described (from th external point of view)
by giving the conditional probability P,(y) that if message & 18

d
nrnﬂnnnr] ]’\v +]ﬁo source tho reecnverad maece
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point will be y. The system as a Wh01e
transmission system) 1is described by the probability function
P(z,y) of having message = and final output y. If this function

.\CD

. .
1@ I'nown the acomnletae sharactorictice nf the cveteam from the
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point of view of fidelity are known. Any evaluation of fidelity
must correspond mathematically to an operation applied to
P(x,y). This operation must at least have the properties of a
simple ordering of systems; i.e., it must be possible to say of two
systems represented by P,(x,y) and P,(z,y) that, according to
our fidelity criterion, either (1) the first has higher fidelity,
(2) the second has higher fidelity, or (3) they have equal fidelity.
This means that a criterion of fidelity can be represented by a
numerically valued evaluation function:

v(P(z,y))

whose argument ranges over possible probability functions
P(x,y). The function v(P(x,y)) orders communication systems
according to fidelity, and for convenience we take lower values of
v to correspond to ‘“higher fidelity.”

We will now show that under very general and reasonable as-
sumptions the function v (P(z,y)) can be written in a seemingly
much more specialized form, namely as an average of a function
p(z,y) over the set of possible values of x and y:

o(P(z,9)) = [[P(z,9) o(x,y) dz dy.

To obtain this we need only assume (1) that the source and sys-
tem are ergodic so that a very long sample will be, with proba-
bility nearly 1, typical of the ensemble, and (2) that the evalua-
tion 1s “‘reasonable” in the sense that it is possible, by observing
a typical input and output z, and y,, to form a tentative evalua-
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creased in duration the tentative evaluation will, with probability

1, approach the exact evaluation based on a full knowledge of
P(z,y). Let the tentative evaluation be p(x,y). Then the func-

hgn o(x,y) approaches (as T — x») a
01 \w, y) approaches

S

D X
)
c;'ji

p(z,y) > v(P(x,y))

since

This establishes the desired result.

The function p(x,y) has the general nature of a “distance”
between x and y.° It measures how undesirable it is (according to
our fidelity criterion) to receive y when z is transmitted. The
general result given above can be restated as follows: Any reas-
onable evaluation can be represented as an average of a distance
function over the set of messages and recovered messages x and y
weighted according to the probability P(zx, y) of getting the pair
in question, provided the duration T of the messages be taken
sufficiently large.

The following are simple examples of evaluation functions:

1. R.M.S. criterion.

v = (z(t) —y(t))?

In this very commonly used measure of fidelity the distance
function p(z, y) is (apart from a constant factor) the square
of the ordinary euclidean distance between the points z and y
in the associated function space.

(@) = 3 [ 1a@) = y(OF

2. Frequency weighted R.M.S. criterion. More generally one can
apply different weights to the different frequency components

®It is not a “metric” in the strict sense, however, since in general it does
not satisfy either p(z,y) = p(y,x) or p(z,y) + p(y,2) > p(z,2).



The Rate for a Continuous Source 111

QI ar_ 1 N\ Moaq h1a

»
V Q

to passing the difference x(t) — y(¢) through a shaping filter
and then determining the average power in the output. Thus let

PR OF 3 Y 6 B U B 3 Y
elt) = xit) Yt}
and
i) = [ e(m)k(t — r) dr
j_w \*7 \ 7
then
p(z,y) = = [ S0 dt
0
3. Absolute error criterion.
1 T
elz,y) = —1 lz(t) — y(@) | dt
\%Vy 9/ ]T _IO 1 \v/ JN\Y7 |

4. The structure of the ear and brain determine implicitly a num-
ber of evaluations, appropriate in the case of speech or music
transmission. There is, for example, an “intelligibility” crite-
rion in which p(z, y) is equal to the relative frequency of in-
correctly interpreted words when message z(t) is received as
y(t). Although we cannot give an explicit representation of
p(x,y) in these cases it could, in principle, be determined by
sufficient experimentation. Some of its properties follow from
well-known experimental results in hearing, e.g., the ear is
relatively insensitive to phase and the sensitivity to amplitude
and frequency is roughly logarithmic.

5. The discrete case can be considered as a specialization in which
we have tacitly assumed an evaluation based on the frequency
of errors. The function p(zx,y) is then defined as the number
of symbols in the sequence y differing from the corresponding
symbols in z divided by the total number of symbols in z.

28. The Rate for a Source Relative to a Fidelity Evaluation

We are now in a position to define a rate of generating informa-
tion for a continuous source. We are given P(z) for the source
and an evaluation v determined by a distance function p(z, y)
which will be assumed continuous in both x and y. With a par-
ticular system P(z,y) the quality is measured by
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b )

Furthermore the rate of flow of binary digits corresponding to
P(z,y) 1s

”~ D/M n:\
L \dLy Y)
R = [[P(z, y) log 22— dx dy.
JJ f(x)r(y)
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ity v, of reproduction to be the minimum of E when we keep v
fixed at v, and vary P,(y). That is:

aop D{fr 2\
R, = Min [ lP(x, y) log Iy dy
P(w) J J rx)r\y)

This means that we consider, in effect, all the communication
systems that might be used and that transmit with the required
fidelity. The rate of transmission in bits per second is calculated
for each one and we choose that having the least rate. This latter
rate 1s the rate we assign the source for the fidelity in question.

The justification of this definition lies in the following result:

Theorem 21: If a source has a rate R, for a valuation v, it s
possible to encode the output of the source and transmat it over a
channel of capacity C with fidelity as near v, as desired provided
R, < C. Thas s not possible if R, > C.

The last statement in the theorem follows immediately from
the definition of R, and previous results. If it were not true we
could transmit more than C bits per second over a channel of
capacity C. The first part of the theorem is proved by a method
analogous to that used for Theorem 11. We may, in the first place,
divide the (x,y) space into a large number of small cells and
represent the situation as a discrete case. This will not change the
evaluation function by more than an arbitrarily small amount
(when the cells are very small) because of the continuity assumed
for p(z,y). Suppose that P,(x, y) is the particular system which
minimizes the rate and gives R,. We choose from the high proba-
bility y’s a set at random containing

2(Rc+OT
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will be connected by hlgh probablhty hnes (as in F1g 10) to a set
of 2’s. A calculation similar to that used in proving Theorem 11
shows that with large T almost all z’s are covered by the fans

from the chosen y points for almost all choices of the y’s. The
................... L~ Lo sicad ~Amoratas ac fallasoras Mo on
bUllllIlUlllbdblUll bybbt:lu LU PDE uUdtUu uprciraites ad 1UIIUWD 411 DT~

lected points are assigned binary numbers. When a message r is
originated it will (with probability approaching 1 as T — «) lie
within at least one of the fans. The corresnondln.q binary number

s transmitted (or
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probability of error. Since R, is possible. At the receiv-
ing point the corresponding y is reconstructed and used as the
recovered message.

I/\
)
d («)
c' =

The avaliiation 2/ for thie evetam an be made arhitrar
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J
to v, by taking T sufficiently large. Th1s is due to the fact that for
each long sample of message x(t) and recovered message y (t) the
evaluation approaches v, (with probability 1).

It 1s interesting to note that, in this system, the noise in the
recovered message is actually produced by a kind of general
quantizing at the transmitter and is not produced by the noise in
the channel. It is more or less analogous to the quantizing noise
in PCM.

29. The Calculation of Rates

The definition of the rate is similar in many respects to the defi-
nition of channel capacity. In the former

R = 1}\)/2[1yn//P(x,y) log P(()P?é)) dx dy

with P(x) and v, =/ P(z, y)p(z, y) dx dy fixed. In the latter

P(z, y)
— ] ,
C = Max [ [P(z,y) log Px)P(y) FW
with P,(y) fixed and possibly one or more other constraints (e.g.,
an average power limitation) of the form K = (f P(z, y) A(z, y)
dzx dy.
A partial solution of the general maximizing problem for de-
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method we consider

D/’Y‘ 21
L\X,

+ u P(z, y)p(x, Y)
+ v(x)P(z, y)—i dz dy.

.|

rrC
[[| P(z,y) log —&—~%
JJL P(x)P

The variational equation (when we take the first variation on
P(xz,y)) leads to

Py(z) = B(z) e

where A i1s determined to give the required fidelity and B(x) is
chosen to satisfy

[rB(x) e MY dr =1,
J

This shows that, with best encoding, the conditional probability
of a certain cause for various received y, P,(xz) will decline ex-
ponentially with the distance function p(x,y) between the x and
¥ in question.

In the special case where the distance function p(z,y) depends
only on the (vector) difference between x and y,

p(z,y) = plx—y)
we have

/B(x) e MEY) dy =1,

Hence B (x) is constant, say «, and
P,(x) = ae v,

Unfortunately these formal solutions are difficult to evaluate in
particular cases and seem to be of little value. In fact, the actual
calculation of rates has been carried out in only a few very simple
cases.

If the distance function p(z, y) is the mean square discrepancy
between x and y and the message ensemble is white noise, the
rate can be determined. In that case we have

R = Min [H(z) — H,(z)] = H(z) — Max H,(x)

with N = (z — y)2 But the Max H,(x) occurs when y — x is a
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More generally with any message source we can obtain inequal-
ities bounding the rate relative to a mean square error criterion.

Theorem 23: The rate for any source of band W, is bounded by

Q

N SRSWllogi

W, log i

where Q 1s the average power of the source, Q, its entropy power
and N the allowed mean square error.

The lower bound follows from the fact that the Max H,(x) for
a given (x — y)2 = N occurs in the white noise case. The upper
bound results if we place the points (used in the proof of Theorem
21) not in the best way but at random in a sphere of radius

vV Q@ —N.
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— Appendiz 1. The Growth of a Number of Blocks of Symbols —

with a Finite State Condition

h 3 i AT / T\ 1 L1 - ) £ 111 r 1. 1 o 11 T _ A |
Let N;(L) be the number of blocks of symbols of length L end-
ing in state . Then we have

or

Z(XS:W_"'(:)— 5,‘,‘)Ai = 0.
For this to be possible the determinant
DW) =]a;| = l%W"’ff) — 8 |

must vanish and this determines W, which is, of course, the
largest real root of D = 0.
The quantity C is then given by
WL
O = Lim log ZA;W
L— L
and we also note that the same growth properties result if we
require that all blocks start in the same (arbitrarily chosen) state.

= log W

Appendix 2. Derivation of H = — 3 p, log p;

Let H (i, —1-, SR —1—> = A(n). From condition (3) we can
n’ n n

decompose a choice from s™ equally likely possibilities into a
series of m choices each from s equally likely possibilities and

obtain
A(s™) = m A(s).
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T nam ahmmcn o avhitranila Tares and Brnd an s dn codicfo
YY € Call CIIUUDE 7L alvliuvlal lly 1cugc allu 111U all 11 baubly
sm <t <L slmHD)
Thus, taking logarithms and dividing by » log s,
- . 1 . R ]
m<logt<m+10r|m_logt|<é
n — logs — n n n log s |

where e is arbitrarily small. Now from the monotonic property of

A(sm) < A(t7) < A(s™)
mA(s) <mnd(t) < (m+ 1) A(s).
Hence, dividing by nA4 (s),
m At) m 1 m A(t)
< —

n = A(s) — n + P A(s) <€
A(l) log ¢

— < - —
A0) ogs | = 2¢ A(t) K logt

where K must be positive to satisfy (2).

Now suppose we have a choice from n possibilities with com-
n;
n;
can break down a choice from 3n; possibilities into a choice from
n possibilities with probabilities p,, + + + , p» and then, if the ¢th
was chosen, a choice from n; with equal probabilities. Using con-
dition 3 again, we equate the total choice from 3n; as computed
by two methods

Klogsn, = H(py, * -+, pa) + K3 p; log n;.

measurable probabilities p; = where the n; are integers. We

Hence
H = K[Zp: log Zn; — Zp; log ni]

= — KZp; log En;z

= — KZp; log p;.

If the p; are incommeasurable, they may be approximated by
rationals and the same expression must hold by our continuity
assumption. Thus the expression holds in general. The choice of
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of a unit of measure.

Appendix 3. Theorems on Ergodic Sources

about proportional to th
then choosing this path,

f N is
ij
bility of percentage error z 3 in this 1s less than € so that

Hence nearly all sequences have a probability p given by

p = Hp(p'p,,:ta)N
and 28 2 is Jimited by
lo
_]gvp_ = Z(Pipi; £ 8) log py;
or

IL]ng_ — ZPip;; log pi;
This proves Theorem 3.

Theorem 4 follows immediately from this on calculating upper
and lower bounds for n(q) baséd on the possible range of values
of p in Theorem 3.

In the mixed (not ergodic) case if

.L = 2 piLz

and the entropies of the components are H, > H, > --- > H,
we have the

Theorem: Lim M

L N = ¢(q) 18 a decreasing step function,

¢(q) = H, in the intervalzla,- <qg< Zla,-,
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creasing because increasing N adds a subscript to a conditional

entropy. A simple substitution for pg; (S;) in the definition of Fy
shows that

AT ——
< N 4V

=NGv— (N—1) Gv
Y \+7 -~

> Fy and Gx monotonic decreasing. Also t I
the same limit. By using Theorem 3 we see that Li

Appendix 4. Maximizing the Rate for a System of Constraints

Suppose we have a set of constraints on sequences of symbols
that is of the finite state type and can be represented therefore
by a linear graph, as in Fig. 2. Let [{? be the lengths of the vari-
ous symbols that can occur in passing from state @ to state ;.
What distribution of probabilities P; for the different states and
py for choosing symbol s in state i and going to state j maxi-
mizes the rate of generating information under these constraints?
The constraints define a discrete channel and the maximum rate
must be less than or equal to the capacity C of this channel,
since if all blocks of large length were equally likely, this rate
would result, and if possible this would be best. We will show
that this rate can be achieved by proper choice of the P; and p .
The rate in question is

_i; Plp”) lOg p(s)

(8) 7(s8)
men‘ li;
1'!]'8

Let
8 B j s
pz(y) = —ﬁ W_l'(i)
where the B; satisfy the equations
B; = ZB,‘W_Z'(I').
1,8

This homogeneous system has a non-vanishing solution since W
is such that the determinant of the coefficients is zero:
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h W (o) |
2 W= — 5;’,’ = 0.

The p{ defined thus are satisfactory transition probabilities for
1 #l\n g”n+ ‘r\]nnn
111 LLIT 1110V plabc,
So@_ Yy Bi vy
b Pij = b 44
2,8 7,8 Bi
B;
= P = l
b;
ar 44 e SUm O P AN AN TR0 B B S Y P P Y Ry
SV ullau € Sulll U LIIC PLovapllilulieys 11Ul ally paluiculal JullCulUlLL
point 1s umty. Furthermore they are non-negative as can be seen

from a consideration of the quantities A; given in Appendix 1.
The A; are necessarily non-negative and the B; satisfy a similar

(%

G‘rstem nf equ f 1nne hut with 2 and 7 immterchanced hie amminte
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Lo et on e orientation on the lines of the oraph
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1 e
Substituting the assumed values of p{¥ in the general equation
for the rate we obtain

ZPps? log L B L Wi

TP L;
_ _log WZPpP1P — 2Pp? log B; + ZP:ps? log B:
EPipijlf;)
=log W =_C.

Hence the rate with this set of transition probabilities 1s C' and
since this rate could never be exceeded this is the maximum.

Appendix 5

Let S, be any measurable subset of the g ensemble, and S, the
subset of the f ensemble which gives S, under the operation T.
Then

S, = T8S..

Let H* be the operator which shifts all functions in a set by the
time A. Then

H)‘Sl = HXTS2 = TH)‘Sg
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m[S] is the probability measur

— N

where the second equality is by definition of measure in the ¢

space, the third since the f ensemble is stationary, and the last
by definition of g measure again. This shows that the g ensemble

Sariaavasaa Ui 422

ey 'R ) N

To prove that the ergodic property is preserved under invariant
operations, let S, be a subset of the g ensemble which is invariant
under H*, and let S, be the set of all functions f which transform

so that H*S, is included in S, for all A. Now, since
m[H)‘Sgl = m[Sgl = m[Sl]
this implies
H)‘Sz — Sz

for all A with m[S;] £ 0, 1. This contradiction shows that S, does
not exist.

Appendix 6

The upper bound, N; < N, + N,, is due to the fact that the
maximum possible entropy for a power N, + N, occurs when we
have a white noise of this power. In this case the entropy power is
N,+N..

To obtain the lower bound, suppose we have two distributions
in n dimensions p(x;) and g(x;) with entropy powers N, and N,.
What form should p and ¢ have to minimize the entropy power
N, of their convolution r(z;) :

rz) = [p(y)ae: — y) dys
The entropy H, of r is given by
H; = —/T(CL'{) log r(:ci) dz;.
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2 S [l 1o ol Ao
i1 j P\J/"/ J.Us P\Jﬂl} WALy
r f \ 1 \

2 = — [ q(x:) log g(x:) dx:

We consider then

— [Ir(@) log r(z) + Mp(x) log p(2) + wq(x) log ¢(x)] dz

U =
8U = — [[1 +log r(x)] or(2) + N1 + log p(2)] 8p(x)

+ u[l + log ¢(z) 6¢(x)]] dx.

a2 N7 7

If p(x) is varied at a particular argument z; = s;, the variation
nrz

18

y—t

N’

<’ <

r(z) = qlz; — s3)

(oN)

an
all

oU = —/q(a:,- — 8;) log r(x;) dx; — N log p(si) =0

and similarly when ¢ is varied. Hence the conditions for a mini-
mum are

/q(x,- — ;) log r(x;) = — X\ log p(s:)
[P — 5 log r(z) = ~ ulog q(s).

If we multiply the first by p(s;) and the second by q(s;) and
integrate with respect to s we obtain

H3 _ A Hl
H;,= —p H,
or solving for A and u and replacing in the equations
Hlfq(xi — ;) log r(x;) dx; = — Hj log p(s:)
Hgfp(xi — &) log r(x;) dx; = — Hj; log p(ss).

Now suppose p(x;) and q(x;) are normal
_ A =y
p(x:) = “@2n) exp — 3 ZAi%iT;

| Bi; |2 1
q(x,) = W_ exp — 3 EBi]-xixj.
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inverses of these forms are a;;, b;j, c;; then

:a::+h

ij T 04j.

C:
Cij

show that these functions satisfy the minimizing con-
n

onlv if a;; = Kb.: and thus give the minimum H.
y H a;j K0;; and thu S give the mimnimum f1;

)
3
I

(S5

b O,’ LT

This should equal
My Tno L 1sa e |
H1|_2 8271-' 17 | 2 uzz_l
. . H
which requires 4;; —ITI— Cij.
3
: H :
In this case A;; = Tl— B:; and both equations reduce to
2
identities.
Appendix 7

The following will indicate a more general and more rigorous
approach to the central definitions of communication theory.
Consider a probability measure space whose elements are ordered
pairs (z, y). The variables x, y are to be identified as the possible
transmitted and received signals of some long duration 7. Let us
call the set of all points whose = belongs to a subset S, of x points
the strip over S;, and similarly the set whose y belong to S, the
strip over S,. We divide x and y into a collection of non-over-
lapping measurable subsets X; and Y; approximate to the rate
of transmission R by

R = —;—ZP(Xi, Y:) log

P(X; Y,)
P(X:)P(Y,)

where
P(X;) is the probability measure of the strip over X;
P(Y;) is the probability measure of the strip over Y;
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and consequently the sum is increased. Thus the various possible
subdivisions form a directed set, with B monotonic increasing
with refinement of the subdivision. We may define B unambig-
uously as the least upper bound for the R, and write it

R = % fP(x, y) log PI;SCI’D?&) dx dy.

This integral, understood in the above sense, includes both the
continuous and discrete cases and of course many others which
cannot be represented in either.form. It is trivial in this formu-
lation that if  and w are in one-to-one correspondence, the rate
from wu to y is equal to that from x to y. If v is any function of y
(not necessarily with an inverse) then the rate from z to y 1s
greater than or equal to that from z to v since, in the calculation
of the approximations, the subdivisions of y are essentially a
finer subdivision of those for v. More generally if y and v are
related not functionally but statistically, i.e., we have a prob-
ability measure space (y,v), then R (z,v) < R(z,y). This means
that any operation applied to the received signal, even though it
involves statistical elements, does not increase R.

Another notion which should be defined precisely in an ab-



Appendixes 125

€3 M k24
)

that is the average number of dimensions required per second

to specify a member of an ensemble. In the band limited case
2W numbers per second are sufficient. A general deﬁnltlon can

the least number of elements f
which can be chosen such that all elements of the ensemble
part from a set of measure § are within the distance e of at

A 11k

least GY\e Of thoee c OQDY\ hl’l@ X0 aro nr\xror;nn‘ +}’ID aSnNnano +f\
11 a4 =} pPo s OWwilde A LAAW LA VRN ¢ 'P S W) ACA VIR I 3 11‘-6 viiwv UHW\J\J \A V]
[ . o L 1 L 1 e X7 A0 411 _
Wwiltnin € aparuv Iroi 4 seuv 01 slllall Iiedasure o. yve dcllle Uulle
dimension rate \ for the ensemble by the triple limit
looc N(e &8 T)
A P \\-’ v -~ /

A = Lim Lim Lim —2&
6—0 e—0 T—oo
This is a generalization of the measure type definitions of dimen-
sion in topology, and agrees with the intuitive dimension rate for
simple ensembles where the desired result is obvious.
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