TEXTBOOKS IN MATHEMATICS
DIFFERENTIAL GEOMETRY
OF MANIFOLDS
SECOND EDITION




Differential Geometry
of Manifolds

Second Edition



Textbooks in Mathematics
Series editors:
Al Boggess and Ken Rosen

CRYPTOGRAPHY: THEORY AND PRACTICE, FOURTH EDITION
Douglas R. Stinson and Maura B. Paterson

GRAPH THEORY AND ITS APPLICATIONS, THIRD EDITION
Jonathan L. Gross, Jay Yellen and Mark Anderson

COMPLEX VARIABLES: A PHYSICAL APPROACH WITH APPLICATIONS, SECOND EDITION
Steven G. Krantz

GAME THEORY: A MODELING APPROACH

Richard Alan Gillman and David Housman

FORMAL METHODS IN COMPUTER SCIENCE

Jiacun Wang and William Tepfenhart

AN ELEMENTARY TRANSITION TO ABSTRACT MATHEMATICS
Gove Effinger and Gary L. Mullen

ORDINARY DIFFERENTIAL EQUATIONS: AN INTRODUCTION TO THE FUNDAMENTALS, SECOND
EDITION

Kenneth B. Howell

SPHERICAL GEOMETRY AND ITS APPLICATIONS

Marshall A. Whittlesey

COMPUTATIONAL PARTIAL DIFFERENTIAL PARTIAL EQUATIONS USING MATLAB®, SECOND EDITION
Jichun Li and Yi-Tung Chen

AN INTRODUCTION TO MATHEMATICAL PROOFS

Nicholas A. Loehr

DIFFERENTIAL GEOMETRY OF MANIFOLDS, SECOND EDITION

Stephen T. Lovett

MATHEMATICAL MODELING WITH EXCEL

Brian Albright and William P. Fox

THE SHAPE OF SPACE, THIRD EDITION

Jeffrey R. Weeks

CHROMATIC GRAPH THEORY, SECOND EDITION

Gary Chartrand and Ping Zhang

PARTIAL DIFFERENTIAL EQUATIONS: ANALYTICAL METHODS AND APPLICATIONS
Victor Henner, Tatyana Belozerova, and Alexander Nepomnyashchy

Advanced Problem Solving Using Maple: Applied Mathematics, Operation Research, Business Analytics, and
Decision Analysis

William P. Fox and William C. Bauldry
DIFFERENTIAL EQUATIONS: A MODERN APPROACH WITH WAVELETS
Steven G. Krantz

https://www.crcpress.com/Textbooks-in-Mathematics/book-series/ CANDHTEXBOOMTH


https://www.crcpress.com

Differential Geometry
of Manifolds

Second Edition

Stephen Lovett

CRC Press
Taylor & Francis Group
Boca Raton London New York

CRC Press is an imprint of the
Taylor & Francis Group, an informa business




CRC Press

Taylor & Francis Group

6000 Broken Sound Parkway N'W, Suite 300
Boca Raton, FL 33487-2742

© 2020 by Taylor & Francis Group, LLC
CRC Press is an imprint of Taylor & Francis Group, an Informa business

No claim to original U.S. Government works
Printed on acid-free paper
International Standard Book Number-13: 978-0-367-18046-1 (Hardback)

This book contains information obtained from authentic and highly regarded sources. Reasonable efforts have been made to publish
reliable data and information, but the author and publisher cannot assume responsibility for the validity of all materials or the
consequences of their use. The authors and publishers have attempted to trace the copyright holders of all material reproduced in
this publication and apologize to copyright holders if permission to publish in this form has not been obtained. If any copyright
material has not been acknowledged please write and let us know so we may rectify in any future reprint.

Except as permitted under U.S. Copyright Law, no part of this book may be reprinted, reproduced, transmitted, or utilized in any
form by any electronic, mechanical, or other means, now known or hereafter invented, including photocopying, microfilming, and
recording, or in any information storage or retrieval system, without written permission from the publishers.

For permission to photocopy or use material electronically from this work, please access www.copyright.com (http://www.
copyright.com/) or contact the Copyright Clearance Center, Inc. (CCC), 222 Rosewood Drive, Danvers, MA 01923, 978-750-8400.
CCC is a not-for-profit organization that provides licenses and registration for a variety of users. For organizations that have been
granted a photocopy license by the CCC, a separate system of payment has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and are used only for identifica-
tion and explanation without intent to infringe.

Visit the Taylor & Francis Web site at
http://www.taylorandfrancis.com

and the CRC Press Web site at
http://www.crcpress.com


http://www.crcpress.com
http://www.taylorandfrancis.com
http://www.copyright.com
http://www.copyright.com
http://www.copyright.com

Contents

Preface
Acknowledgements

Analysis of Multivariable Functions

1.1 Functions from R to R™ . . . .. ... ... ... . ......
1.2 Continuity, Limits, and Differentiability . . . . ... ... ... ...
1.3 Differentiation Rules; Functions of Class C" . . . . . ... ... ...
1.4 Inverse and Implicit Function Theorems . . . . . .. ... ... ...

Variable Frames

2.1 Frames Associated to Coordinate Systems . . . . . ... .. .. ...
2.2 Frames Associated to Trajectories . . . . . ... ... ... . ...
2.3 Variable Frames and Matrix Functions . . . . . . .. . ... ... ..

Differentiable Manifolds

3.1 Definitions and Examples . . . . . .. ... 000
3.2 Differentiable Maps between Manifolds . . . . . . . ... ... ... ..
3.3 Tangent Spaces . . . . . . . . ... e
3.4 The Differential of a Differentiable Map . . . . ... . ... ... ..
3.5 Manifolds with Boundaries . . . ... .. ... ... .. .. .....
3.6 Immersions, Submersions, and Submanifolds . . . . . .. . ... ...
3.7 Orientability . . . . . ...

Multilinear Algebra

4.1 Hom Space and Dual . . . . . . . ... ... ... L.
4.2 Bilinear Forms and Inner Products . . . . . ... ... ... .. ...
4.3 Adjoint, Self-Adjoint, and Automorphisms . . . . . . ... ... ...
4.4 Tensor Product . . . . . . .. .. ... ..
4.5 Components of Tensorsover V. . . . . . . . ... .. ... ......
4.6 Symmetric and Alternating Products . . . . . .. ... ... .
4.7 Algebraovera Field . . . ... ... ... o oo,

vii

xiii

© =

20
28

39
39
49
o7

65
66
79
84
91
97
102
111



vi

Contents

5 Analysis on Manifolds
5.1 Vector Bundles on Manifolds . .. ... ... ..
5.2  Vector and Tensor Fields on Manifolds . . . . . .
5.3 Lie Bracket and Lie Derivative . . . . .. .. ..
5.4 Differential Forms . .. .. ... .. ... ....
5.5 Pull-Backs of Covariant Tensor Fields . . . . . .
5.6 Lie Derivative of Tensor Fields . . ... ... ..
5.7 Integration on Manifolds - Definition . . . . . . .
5.8 Integration on Manifolds - Applications . . . . .
5.9 Stokes’ Theorem . . . ... .. ..........

6 Introduction to Riemannian Geometry
6.1 Riemannian Metrics . . . . ... ... ... ...
6.2 Connections and Covariant Differentiation . . . .
6.3 Vector Fields along Curves; Geodesics . . . . . .
6.4 Curvature Tensor . . . . . .. ... ... .....
6.5 Ricci Curvature and Einstein Tensor . . . . . . .

7 Applications of Manifolds to Physics
7.1 Hamiltonian Mechanics . . .. .. ... ... ..
7.2 Special Relativity; Pseudo-Riemannian Manifolds
7.3 Electromagnetism. . . . . .. ... ... ... ..
7.4 Geometric Concepts in String Theory . . . . ..
7.5 Brief Introduction to General Relativity . . . . .

A Point Set Topology
A1 Metric Spaces . . . . . . ...
A.2 Topological Spaces . . . . .. ... ... .....

B Calculus of Variations
B.1 Formulation of Several Problems . .. ... ...
B.2 Euler-Lagrange Equation . . . ... .. ... ..
B.3 Several Dependent Variables. . . . .. ... ...
B.4 TIsoperimetric Problems and Lagrange Multipliers

C Further Topics in Multilinear Algebra
C.1 Binet-Cauchy and k-Volume of Parallelepipeds .
C.2 Volume Form Revisited . . . ... .. ... ...
C.3 Hodge Star Operator . . . . . ... ... .....

Bibliography

Index

251
........... 252
........... 267
........... 279
........... 291
........... 301

307
........... 308
........... 321
........... 334
........... 340
........... 348

363
........... 363
........... 379

403
........... 403
........... 404
........... 409
........... 410

415
........... 415
........... 418
........... 419

424

429



Preface

Purpose of this Book

This book is the second in a pair of books which together are intended to bring
the reader through classical differential geometry into the modern formulation of
the differential geometry of manifolds. The first book in the pair, by Banchoff and
Lovett, entitled Differential Geometry of Curves and Surfaces [6], introduces the
classical theory of curves and surfaces, only assuming the calculus sequence and
linear algebra. This book continues the development of differential geometry by
studying manifolds — the natural generalization of regular curves and surfaces to
higher dimensions. Though a background course in analysis is useful for this book,
we have provided all the necessary analysis results in the text. Though [6] provides
many examples of one- and two-dimensional manifolds that lend themselves well to
visualization, this book does not rely on [6] and can be read independently.

Taken on its own, this book provides an introduction to differentiable manifolds,
geared toward advanced undergraduate or beginning graduate readers in mathemat-
ics, retaining a view toward applications in physics. For readers primarily interested
in physics, this book may fill a gap between the geometry typically offered in under-
graduate programs and that expected in physics graduate programs. For example,
some graduate programs in physics first introduce electromagnetism in the context
of a manifold. The student who is unaccustomed to the formalism of manifolds
may be lost in the notation at worst or, at best, be unaware of how to do explicit
calculations on manifolds.

What is Differential Geometry?

Differential geometry studies properties of and analysis on curves, surfaces, and
higher dimensional spaces using tools from calculus and linear algebra. Just as the
introduction of calculus expands the descriptive and predictive abilities of nearly
every scientific field, so the use of calculus in geometry brings about avenues of
inquiry that extend far beyond classical geometry.

Though differential geometry does not possess the same restrictions as Euclidean
geometry on what types of objects it studies, not every conceivable set of points
falls within the purview of differential geometry. One of the underlying themes

vii
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of this book is the development and description of the types of geometric sets on
which it is possible to “do calculus.” This leads to the definition of differentiable
manifolds. A second, and somewhat obvious, theme is how to actually do calculus
(measure rates of change of functions or interdependent variables) on manifolds. A
third general theme is how to “do geometry” (measure distances, areas and angles)
on such geometric objects. This theme leads us to the notion of a Riemannian
manifold.

Applications of differential geometry outside of mathematics first arise in me-
chanics in the study of the dynamics of a moving particle or system of particles.
The study of inertial frames is in common to both physics and differential geome-
try. Most importantly, however, differential geometry is necessary to study physical
systems that involve functions on curved spaces. For example, just to make sense of
directional derivatives of the surface temperature at a point on the earth (a sphere)
requires analysis on manifolds. The study of mechanics and electromagnetism on
a curved surface also requires analysis on a manifold. Finally, arguably the most
revolutionary application of differential geometry to physics came from Einstein’s
theory of general relativity, in which spacetime becomes curved in the presence of
mass/energy.

Organization of Topics

A typical calculus sequence analyzes one variable real functions (R — R), paramet-
ric curves (R — R™), multivariable functions (R™ — R) and vector fields (R?* — R?
or R3 — R3). This does not quite reach the full generality necessary for the defi-
nition of manifolds. Chapter 1 presents the analysis of functions f : R — R™ for
any positive integers n and m.

Chapter 2 discusses the concept and calculus of variable frames. Variable frames
arise naturally when using curvilinear coordinates, in the differential geometry of
curves (see Chapters 1, 3, and 8 of [5]), and, in physics, in the mechanics of a mov-
ing particle. In special relativity, of critical importance are momentarily comoving
reference frames (MCRFs), which are yet other examples of variable frames. Im-
plicit in our treatment of variable frames is a view toward Lie algebras. However,
to retain the chosen level of this book, we do not develop that theory here.

Chapter 3 defines the category of differentiable manifolds. Manifolds serve as the
appropriate and most complete generalization to higher dimensions of regular curves
and regular surfaces. The chapter also introduces the definition for the tangent space
on a manifold and attempts to provide the underlying intuition behind the abstract
definitions.

Before jumping into the analysis on manifolds, Chapter 4 introduces some neces-
sary background in multilinear algebra. We focus on bilinear forms, dual spaces, au-
tomorphisms of nondegenerate bilinear forms, and tensor products of vector spaces.

Chapter 5 then develops the analysis on differentiable manifolds, including the
differentials of functions between manifolds, vector fields, differential forms, and
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integration.

Chapter 6 introduces Riemannian geometry without any pretention of being
comprehensive. One can easily take an entire course on Riemannian geometry, the
proper context in which one can do both calculus and geometry on a curved space.
The chapter introduces the notions of metrics, connections, geodesics, parallel trans-
port and the curvature tensor.

Having developed the technical machinery of manifolds, in Chapter 7 we apply
our the theory to a few areas in physics. We consider the Hamiltonian formulation
of dynamics, with a view toward symplectic manifolds; the tensorial formulation of
electromagnetism; a few geometric concepts involved in string theory, namely the
properties of the world sheet which describes a string moving in a Minkowski space;
and some fundamental concepts in general relativity.

In order to be rigorous and still only require the standard core in most under-
graduate math programs, three appendices provide any necessary background from
topology, calculus of variations, and a few additional results from multilinear alge-
bra. The reader without any background in analysis would be served by consulting
Appendix A on point set topology before Chapter 3.

A Comment on Using the Book

Because of the intended purpose of the book, it can serve well either as a textbook
or for self-study. The conversational style attempts to introduce new concepts in
an intuitive way, explaining why we formulate certain definitions as we do. As a
mathematics text, this book provides proofs or references for all theorems. On the
other hand, this book does not supply all the physical theory and discussion behind
the all the application topics we broach.

Each section concludes with an ample collection of exercises. Problems marked
with (*) indicate difficulty which may be related to technical ability, insight, or
length.

As mentioned above, this book only assumes prior knowledge of multivariable
calculus and linear algebra. A few key results presented in this textbook rely on
theorems from the theory of differential equations but either the calculations are all
spelled out or a reference to the appropriate theorem has been provided. Therefore,
except in the case of exercises about geodesics, experience with differential equations
is helpful though not necessary.

From the perspective of a faculty person using this as a course textbook, the
author intends every section to correspond to one 60-minute lecture period. With
the assumption of a 16-week semester, a course using this book should find the time
to cover all main sections and the appendices on topology. If a faculty knows that
his or her students have enough analysis or topology, Chapter 1 or Appendix A can
be skipped.



Preface

Notation

It has been said jokingly that “differential geometry is the study of things that are
invariant under a change of notation.” A quick perusal of the literature on differ-
ential geometry shows that mathematicians and physicists usually present topics in
this field in a variety of different ways. One could argue that notational differences
have contributed to a communication gap between mathematicians and physicists.
In addition, the classical and modern formulations of many differential geometric
concepts vary significantly. Whenever different notations or modes of presentation
exist for a topic (e.g. differentials, metric tensor, tensor fields), this book attempts
to provide an explicit coordination between the notation variances.

As a comment on vector and tensor notation, this book consistently uses the
following conventions. A vector or vector function in a Euclidean vector space is
denoted by @, X(t) or X(u,v). Vectors in an arbitrary vector space, curves on
manifolds, tangent vectors to a manifold, vector fields or tensor fields have no over-
right-arrow designation and are written, for example, as v, v, X or T. A fair
number of physics texts use a bold font like g or A to indicate tensors or tensor
fields. Therefore, when discussing tensors taken from a physics context, we also use
that notation.

Different texts also employ a variety of notations to express the coordinates of a
vector with respect to a given basis. In this textbook, we regularly use the following
notation. If V' is a vector space with an ordered basis B = (ey, ea,...,e,), then the
coordinates of a vector v € V' with respect to B are denoted by [v]g. More precisely,

[vlg =] . if and only if v =wvie; +voea + - + vpe,.

As a point of precision, when discussing coordinates we must use an ordered basis
since the order of vectors in the n-tuple matters for associating the correct coordi-
nate.

Beginning in Chapter 2, we switch from this typical notation to writing the in-
dices of coordinates in a superscript. So we will refer to the coordinates of v € V'
with respect to B as (v). This switch in notation from that developed in intro-
ductory linear algebra courses is standard in differential geometry and multilinear
algebra. The reason for this switch is explained fully in Section 4.1. In this context,
the superscript is not a power but an index. This modified notation is particularly
useful to recognize the difference between a (contravariant) vector and a dual vector
(also called covector) and then to use Einstein’s summation convention. This new
notation is standard in differential geometry, including applications in physics.

For linear transformations and their associated matrices, this book uses the
following convention. Suppose also that W is a vector space with a basis B’ and
that T is a linear transformation 7' : V — W. Then we denote by [T]5" the matrix
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representing T with respect to the basis B on V and the basis B on W. We recall
that this matrix is defined as the matrix such that

for all v e V.

The authors of [6] chose the following notations for certain specific objects of
interest in differential geometry of curves and surfaces. Often 7 indicates a curve
parametrized by X () while writing X (¢) = X (u(t),v(t)) indicates a curve on a
surface. The unit tangent and the binormal vectors of a curve in space are written
in the standard notation T'(¢) and B(t) but the principal normal is written P(t),
reserving N (t) to refer to the unit normal vector to a curve on a surface. For a
plane curve, U (t) is the vector obtained by rotating f(t) by a positive angle of 7/2.
Furthermore, we denote by k4(t) the curvature of a plane curve to identify it as the
geodesic curvature of a curve on a surface. When these concepts occur in this text,
we use the same conventions as [6].

Occasionally, there arise irreconcilable discrepancies in habits of notation, e.g.,
how to place the signs on a Minkowski metric, how one defines § and ¢ in spherical
coordinates, what units to use in electromagnetism, etc. In these instances the text
makes a choice that best suits its purpose and philosophical leanings, and indicates
commonly used alternatives.

Changes in the Second Edition

The second edition of this text arose from feedback from students and faculty using
this book and the author seeing room for improvement of his personal experience
teaching from it.

As a first major change to benefit faculty using this book, the second edition
commits that each section should correspond to one 60-minute lecture period. Con-
sequently, some of the sections in the first edition were split in two. Part of the
reorganization required the creation of a few new sections to cover topics, which
the author felt had been too compressed in the first edition, e.g., orientability of
manifolds, the Lie derivative of vector fields, applications of integration.

The centrality of multilinear algebra in this text’s approach encouraged us to
take that content out of the appendices in the first edition to become Chapter 4
in the current edition. This may feel like an interlude between Chapter 3, which
defines manifolds and differentiable maps between them, and Chapter 5, which stud-
ies the analysis on manifolds. Nonetheless, hopefully the location on this content
makes sense since it first becomes necessary in Chapter 5. Having a regular chapter
on multilinear algebra allows for a more natural introduction to tensors and the
notation for tensor component notation.

Woven throughout, the second edition attempts to improve the presentation
style and better foreshadow certain topics. For example, Equation (2.11) about
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how to decompose the partial derivatives in a frame of vector fields augurs the
definition of a connection on a manifold.

Most of the exercises remained the same, though we improved the statements of
some and modified the challenge level of the computations for others. In addition,
we added a few new interesting problems.
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CHAPTER 1

Analysis of Multivariable Functions

Manifolds provide a generalization to the concept of a curve or a surface, objects
introduced in the usual calculus sequence. Parametrized curves into R™ are con-
tinuous functions from an interval of R to R”; parametrized surfaces in R? involve
continuous functions from R? to R3. In order to generalize the study of curves and
surfaces to the theory of manifolds, we need a solid foundation in the analysis of
multivariable functions f : R™ — R™.

1.1 Functions from R" to R™

Let U be a subset of R™ and let f: U — R™ be a function from U to R™. Writing
the input variable as

= (x1,22,...,Zn),

we denote the output assigned to & by f(Z) or f(z1,...,2,). Since the codomain
of fis R™, the images of f are m-tuples so we can write

f(@) = ([(@), f2(@), ..., fm(T))

= (filzr, 22, ... 2n), fo(zr, @2, ..y 2p), s f(@1, 22, .y 20))

The functions f; : U — R, for i = 1,2,...,m, are called the component functions
of f.

We sometimes use the notation f (Z) to emphasize the fact that the codomain
R™ is a vector space and that any operation on m-dimensional vectors is permitted
on functions f : R® — R™. Therefore, some authors call such functions vector
functions of a vector variable.

In any Euclidean space R™, the standard basis is the set of vectors written as

1



1. Analysis of Multivariable Functions

{€1,€,...,€n}, where

with the only nonzero entry 1 occurring in the ith coordinate. If no basis is explicitly
specified for R™, then it is assumed that one uses the standard basis.

At this point, a remark is in order concerning the differences in notations between
calculus and linear algebra. In calculus, one usually denotes an element of R™ as an
n-tuple and writes this element on one line as (x1, z3,...,2,). On the other hand,
in order to reconcile vector notation with the usual manner we multiply a matrix
by a vector, in linear algebra we denote an element of R™ as a column vector

T
Z2

8]
Il

Tn

At first pass, we might consider these differences of notation as an unfortunate result
of history. However, the difference between column vectors and row vectors is not a
mere variance of notation: one represents the coordinates of an element in a vector
space V with respect to some basis, while the other represents the coordinates of an
element in the dual vector space V*, a concept which we develop later. In the rest
of this book, we will write the components of a vector function on one line as per
the n-tuple notation, but whenever a vector or vector function appears in a linear
algebraic context, we write it as a column vector.

In the typical calculus sequence, we encounter vector functions or vector-valued
functions in the following contexts.

Example 1.1.1 (Curves in R™). A parametrized curve into n-dimensional space is a
continuous function ¥ : I — R"™, where [ is some interval of R. Parametrized curves
are vector functions of a single variable. We can view the independent variable as
coming from a one-dimensional real vector space.

Example 1.1.2 (Nonlinear Coordinate Changes). A general change of coordinates
in R? is a function F : U — R2, where U is the subset of R? in which the coor-
dinates are defined. For example, the change from polar coordinates to Cartesian
coordinates is given by the function F : R? — R? defined by

F(r,0) = (rcosf,rsind).

Example 1.1.3. In a multivariable calculus, we encounter functions F : R" — R,
written as F'(x1,xa, ..., %,). All such functions are just examples of vector functions
of a vector variable with a codomain of R.



1.1. Functions from R™ to R™

Example 1.1.4. As an example of a function from R? to R?, consider the function

20(1 — u?) duv 1-— v2>

P = (Traa s oy Trd AT 1702

Notice that the component functions satisfy

40%(1 — u?)? + 16uv? + (1 + u?)?(1 — v?)?
(1+u?)2(1 +v2)?
402(1 +u?)? + (1 + u?)?(1 —v?)?
(1+u?)?(1 +0v2)?
(14 u?)%(1 + v?)?

(I+u2)2(1+02)2

F+ F3+F; =

Thus, the image of F lies on the unit sphere S? = {(z,y, 2) € R? |22 +y% + 2% = 1}.
Note that F' does not surject onto S%. Assuming 22 + y% + 22 = 1, if F(u,v) =
(z,y, z), then in particular

1—U2<:> 1—=2
= — v =
1+ 02 V142

which implies that —1 < z < 1, and hence, the point (0,0, —1) is not in the range
of F'. Furthermore, since

z2+( 2v
1402

2
) =1, and thus

2v —
T2 1-7,
for any fixed z, we have

_1—u2 2u

= — 1— 2 d = — 2
1+ u? i an y 1+ u?

x 1— 22,

But then, if y = 0, it is impossible to obtain x = —+/1 — z2. Consequently, the
image of F' is

F(R?) =8*—{(z,y,2) € S*|z = —/1 — 22 with z < 1}.
Figure 1.1 shows the image of F' over the rectangle (x1,22) € [—2,5] x [0.5, 5].

There are a few different ways to visualize functions, particularly when n and
m are less than or equal to 3. Recall that the graph of a function f : R"™ — R™ is
the subset of R® x R™ = R™**™ defined by

{(mlv"'axnayla'“aym) 6Rn+m|(y17"'aym):f(wlv'“axn)}'

We can visualize this explicitly when m + n < 3 with a three dimensional graphic.
When m = 1, we recover the usual method to depict functions f : R — R and
f:R?2 = R.
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Figure 1.1: Portion of the image for Example 1.1.4.

For functions F' : R? — R (respectively F : R3 — R), another way to attempt to
visualize F' is by plotting together (or in succession if one has dynamical graphing
capabilities) a collection of level curves (respectively surfaces) defined by F'(x,y) =
¢; (respectively F(z,y, z) = ¢;) for a discrete set of values ¢;. This is typically called
a contour diagram of F. Figure 1.2 depicts a contour diagram of 2y/(x? + y + 1)
with ¢ = 0,40.2,+0.4, 0.6, £0.8.

In multivariable calculus or in a basic differential geometry course ([5]), one
typically uses yet another technique to visualize functions of the form f R — R™,
for m = 2 or 3. By plotting the points that consist of the image of f we see a plane
or space curve. In doing so, we lose visual information about how fast one travels
along the curve. Figure 1.3 shows the image of the so-called space cardioid, given
by the function

flt) = ((1 = cost)cost, (1 — cost)sint,sint).

Similarly, in the study of surfaces, it is common to depict a function F : R? — R3
by plotting its image in R3. (The graph of a function of the form R? — R3 is a
subset of R®, which is quite difficult to visualize no matter what computer tools one
has at one’s disposal!)

We define the usual operations on functions as expected.

Definition 1.1.5. Let f and ¢ be two functions defined over a subset U of R™ with
codomain R™. Then we define the following functions:

—

1. (f+§) : U = R™, where (f + §)(%) = f(Z) + §(Z).



1.1. Functions from R™ to R™

!j
z
/N
K\ T
Figure 1.2: A contour diagram. Figure 1.3: A space curve.

—

2. (f-§): U =R, where (- §)(#) = f(&) - §(@).
3. Ifm =3, (fx§):U— R3 where (f x §)(Z) = f(Z) x §(Z).

Definition 1.1.6. Let fbe a function from a subset U C R™ to R™, and let g
be a function from V' C R™ to R®. If the image of f is a subset of V, then the
composition function go f is the function U — R® defined by

(G0 N)(@) = §(f(@)).

Out of the vast variety of possible functions one could study, the class of linear
functions serves a fundamental role in the analysis of multivariable functions. We
remind the reader of various properties of linear functions.

Definition 1.1.7. A function F': R™ — R™ is called a linear function if

F(Z+9) = F(Z) + F(¥) for all Z,7 € R™,
F(kZ) = kF(Z) for all £ € R and all & € R".

If a function F : R™ — R™ is linear, then

-,

F(0) = F(0 - 0) = F(0) — F(0) =0,

and hence F' maps the origin of R™ to the origin of R™.
If B={f1,f2,...,fn} is a basis of R™, then any vector 7 € R" can be written
uniquely as a linear combination of vectors in B as

17:01f1+62f2+"'+0nﬁz-
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One often writes the coefficients in linear algebra as the column vector

C1
C2

[0]5 =

If the basis B is not specified, one assumes that the coefficients are given in terms
of the standard basis. If F' is a linear function, then

F(@) = ciF(fi) + -+ caF(fn),

hence, to know all outputs of F one needs to know the coefficients of [¢]g and the
output of the basis vectors of B. Suppose also that B’ = {;, Wa, ..., &,,} is a basis
of R™. If the B’-coordinates of the outputs of the vectors in B are

a1 a12 Q1n
. a21 . a22 o A2n
[F(fl)]B’ = . ) [F(f2)]3’ - . ) ) [F(fn)]B’ - )
Am1 Am2 Amn
then the image of the vector ¥ € R" is given by
aii a12 A1n ailp a2 A1n C1
a21 @22 G2n a21  A22 G2n, C2
+co . R o . = . .
Am1 Am2 Amn Am1 Am?2 Amn Cn
The matrix
a11 a2 A1n
a21 a2 a2n
A= .
Am1 Am?2 Amn

is called the B, B’-matrix representing the linear function F and is denoted by [F]%,.

Therefore,
[F()]s = [FIE [0]s
for all ¥ € R™.
Given a linear function F' : R™ — R™, one calls the image of F' the set Im F' =

F(R™), also called the range. The kernel of F' is the zero set
ker F = {ii € R"| F (@) = 0}.

The image Im F' is a vector subspace of the codomain R™ and the kernel is a
subspace of the domain R™. The rank of F is the dimension dim(Im F') and can
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be shown to be equal to the size of the largest nonvanishing minor of any matrix
representing F', which is independent of the bases. The image of F' cannot have a
greater dimension than either the domain or the codomain, so

rank F' < min{m,n},

and one says that F' has mazimal rank if rank F' = min{m,n}. It is not hard to
show that a linear function F' : R™ — R™ is surjective if and only if rank FF = m
and F is injective if and only if rank F' = n.

The rank is also useful in determining the linear dependence between a set of
vectors. If {uy, U, ..., Uy} is a set of vectors in R™, then the matrix

A:(al Uy - ﬂn)a
where the ; are viewed as column vectors, represents a linear function F' : R"® —
R™, with
Im F = Span{iiy, Ua, . .., Uy }.
Thus, the set of vectors {uy,us,...,%,} is linearly independent if and only if
rank F' = n.

In the case of n = m, the determinant provides an alternative characterization
to linear independence. If F' is a linear function from R” to itself with associated
matrix A, then |det A| is the n-volume of the image under F' of the unit n-cube.
Consequently, if the columns of A are not linearly independent, the n-volume of

this parallelopiped will be 0. This leads one to a fundamental summary theorem in
linear algebra.

Theorem 1.1.8. For a linear function F : R™ — R™ with associated square matriz
A, the following statements are equivalent:

1. rank F' = n.

det A # 0.

ImF =R".

ker F = {0}.

The column vectors of A are linearly independent.

The column vectors of A form a basis of R™.

I NIEUEE SIS

The column vectors of A span R™.

o

. F has an inverse function.

We remind the reader that matrix multiplication is defined in such a way so
that if A is the matrix for a linear function F' : R® — R™ and B is the matrix for
a linear function G : R? — R"™, then the product AB is the matrix representing the
composition F o G : RP — R™. In other words,

[F o GJ¢' = [FIE[G)5,
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where A, B and C are bases on RP, R"™, and R™ respectively. Furthermore, if
m = n and rank F = n, then the matrix A~! is the matrix that represents the
inverse function of F'.

A particularly important case of matrices representing linear transformations is
the change of basis matriz. Let B and B’ be two bases on R™. The change of basis
matrix from B to B’ coordinates is M = [id]5,, where id : R® — R" is the identity
transformation. In other words, for all v € R",

[0]5 = M]3
18 ={fi foreo . Fu}othen M= ([filsr [Bls - (fuls)-

PROBLEMS

1.1.1. Consider the function F' in Example 1.1.4. Prove algebraically that if the domain
is restricted to R x (0, 4+00), it is injective. What is the image of F' in this case?

1.1.2. Let F : R? — R? be the function defined by F(s,t) = (s> — t*, 2st), and let
G : R? — R? be the function defined by G(u,v) = (2u* — 3v,uv + v*). Calculate
the component functions of F'o G and of Go F.

1.1.3. Show that the function X : [0, 2] x [0, 7] — R?, with

)2(@,;152) = (cos x1 sin T2, sin o1 sin T2, COS T2),
defines a mapping onto the unit sphere in R®. Which points on the unit sphere
have more than one preimage?

1.1.4. Consider the function F from R? to itself defined by
F(iljl, 1132,1'3) = (:81 + 2x9 + 3x3,4x1 + dxe + 623, Tx1 + 822 + 91’3).

Prove that this is a linear function. Find the matrix associated to F' (with respect
to the standard basis). Find the rank of F, and if the rank is less than 3, find
equations for the image of F.

1.1.5. Consider a line L in R” traced out by the parametric equation Z(t) = ta + b.
Prove that for any linear function F : R" — R™, the image F'(L) is either a line
or a point.

1.1.6. Let F: R™ — R™ be a linear function, and let L1 and Lo be parallel lines in R™.
Prove that F(L1) and F(L2) are either both points or both lines in R™. If F'(L1)
and F'(L2) are both lines, prove that they are parallel.

1.1.7. Let F : R™ — R™ be a linear function represented by a matrix A with respect
to a basis B on R™ and a basis B’ on R™. Prove that I maps every pair of
perpendicular lines in R™ to another pair of perpendicular lines in R™ if and only
if AT A = \I,, for some nonzero real number \.

1.1.8. Let & be a nonzero vector in R". Define the function F' : R™ — R as
F(@)=d-Z

Prove that F' is a linear function. Find the matrix associated to F (with respect
to the standard basis).



1.2. Continuity, Limits, and Differentiability

1.1.9. Let & be a nonzero vector in R®. Define the function F : R?* — R? as
F(Z)=d xZ.

Prove that F is a linear function. Find the matrix associated to F' (with respect
to the standard basis). Prove that rank F' = 2.

1.2 Continuity, Limits, and Differentiability

Intuitively, a function is called continuous if it preserves “nearness.” A rigorous
mathematical definition for continuity for functions from R™ to R™ is hardly any
different for functions from R — R.

In calculus of a real variable, one does not study functions defined over a discrete
set of real values because the notions behind continuity and differentiability do not
make sense over such sets. Instead, one often assumes the function is defined over
some interval. Similarly, for the analysis of functions R™ to R™", one does not study
functions defined from any subset of R™ into R™. One typically considers functions
defined over what is called an open set in R™, a notion we define now.

Definition 1.2.1. The open ball around &y of radius r is the set
B, (Zy) = {f eR™ : ||&—Zp| < r}.

A subset U C R” is called open if for all £ € U there exists an r > 0 such that
B.(Z) CU.

Intuitively speaking, the definition of an open set U in R™ implies that at every
point p € U it is possible to “move” in any direction by at least a little amount € and
still remain in U. This means that in some sense U captures the full dimensionality
of the ambient space R™. This is why, when studying the analysis of functions from
R™ to R™, we narrow our attention to functions F' : U — R™, where U is an open
subset of R"™.

The reader is encouraged to consult Subsection A.1.2 in Appendix A for more
background on open and closed sets. The situation in which we need to consider
an open set U and a point &y in U is so common that another terminology exists
for U in this case.

Definition 1.2.2. Let @5 € R™. Any open set U in R™ such that Zy € U is called
an open neighborhood, or more simply, a neighborhood, of Z.

We are now in a position to formally define continuity.

Definition 1.2.3. Let U be an open subset of R™, and let F' be a function from U
into R™. The function F is called continuous at the point Zy € U if F(Z) exists
and if, for all £ > 0, there exists a § > 0 such that for all £ € R,

17 = Zo|| <6 = [|[F(F) — F(Zo)|| <e

The function F is called continuous on U if it is continuous at every point of U.
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With the language of open balls, one can rephrase the definition of continuity
as follows. Let U be an open subset of R”. A function F : U — R™ is continuous
at a point y if for all € > 0 there exists a § > 0 such that

F(Bs(%o)) C B:(F(Zo)). (1.1)

Sections A.1.2 and A.1.4 in Appendix A provide a comprehensive discussion
about open sets in a metric space, a generalization of R™, and continuity of functions
between metric spaces. We point out that using the language of open sets, Definition
1.2.3 can be rephrased once more in a manner that lines up with the definition of
continuity of functions between topological spaces.

Proposition 1.2.4. Let F : U — R™ be a function, where U C R™ is open. The
function F is continuous if and only if F~1(V') is open for all open sets V € R™.

Proof. Suppose the function F is continuous. Let V be open in R™ and let @y €
F~Y(V), which means that F(Z,) € V. Since V is open, there exists ¢ > 0 such that
B.(F (%)) C V. By (1.1), there exists § > 0 such that F(B;s(%y)) C B.(F(Zo)).
This means that Bs(Zy) € F~1(V), which, since & was arbitrary in V, implies that
F~1(V) is open.

Conversely, suppose that F~1(V) is open for all open sets V C R™. Let &y € U
be any point and let € > 0 be a real number. Consider the open ball B.(F(Zp)). By
hypothesis, F~1(B.(F(Zy))) is open in R™. Since Fy € F~(B.(F(Z)))), we deduce
that there exists 6 > 0 such that Bs(%;) C F~1(B.(F(Zp))). This is equivalent to
(1.1), so the proposition follows. O

Example 1.2.5. Consider the function F': R™ — R"™ defined by

r( -~ [FEL HE AT
0, if =

e

This function leaves 0 fixed and projects the rest of R onto the unit sphere. If
Z # 0, then

z z
17~ e = |~ el = Iy~ e+ ler — v |
ED ||$o|| EN [[Zoll HonH
However,
o Lol — 2] | T
= 12 = 12— o= < a1 — ol
HHxH \onH ‘HIII [ oH‘ 12| 1ol | Zol ’
and thus,

(%) — F(Zo)

(14 = Zoll.

<2
1ol
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Consequently, given any € > 0 and setting
. R S
6 = min (||Zo]|, 52[1%ll),

we know that & # 0 and also that |F(Z) — F(Z,)| < e. Hence, F is continuous at
all fo 7& 0.
On the other hand, if ¥y = 0, for all & # &y,

IF@) — F(O) = |1F(&) — 0]l = |IF@)] = 1,

which can never be less than ¢ if ¢ < 1.

Example 1.2.6. As a contrast to Example 1.2.5, consider the function

. Z, if all components of ¥ are rational,
F(#@)=1=

0, otherwise.

The function F is obviously continuous at 0, with § = ¢ satisfying the requirements
of Definition 1.2.3. On the other hand, if Zy # 0, then in B;s(Zy), for any 6 > 0,
one can always find an  that has either all rational components or has at least one
irrational component. Thus, if e < ||Zg]], for all § > 0, we have

F(Bs(Zo)) ¢ Be(F (o))
Thus, F is discontinuous everywhere except at 0.

The following theorem implies many other corollaries concerning continuity of
multivariable functions.

Theorem 1.2.7. Let U be an open subset of R™, let F' : U — R™ be a function, and
let Fy, withi=1,...,m, be the component functions. The function F is continuous
at the point @ € U if and only if, for all i = 1,...,m, the component function
F; : U — R is continuous at d.

Proof. Suppose that F' is continuous at @. Thus, for all € > 0, there exists a § > 0
such that ||Z — @|| < § implies | F(Z) — F(a)|| < e. Since

IF(Z) — F@)| = (Fi(&) — F1i(@)n)? + - + (F(E) — Fin(@))?
> |F () — F(@)il,

then for all £ > 0, having ||Z — @|| < ¢ implies that
|F3(7) — Fi(@)| < |[F(Z) - F(@)]| <e

for any 7. Hence, each function F; : U — R is continuous at a.
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Conversely, suppose that all the functions F; are continuous at @. Thus, for any &
and for all 4, there exist ¢; > 0 such that || #—a|| < ¢; implies |F;(Z)—F;(@)| < €/+/m.
Then taking § = min(dy, ..., 0n), if || — d|| < J, then

IF(#) — F(@)| = VIFi(&) = Fi@P + - + |F () — Fn(a@)]?

Thus F is continuous. O

If U is an open set containing a point @, then the set U — {a} is called a
deleted neighborhood of a. If a function F' is a function into R™ defined on a deleted
neighborhood of a point @ € R"™, it is possible to define the limit of F' at a. The limit
of F at @ is the value L such that if F(@) were L, then F(@) would be continuous
at d. We make this more precise as follows.

Definition 1.2.8. Let @ € R™. Let F be a function from an open subset U — {d} C
R"™ into R". The limit of F' at @ is defined as the point L, and we write

lim F(7) = L,

r—a
if for all € there exists a § such that
F(Bs(d@) — {a}) C B(L).

We point out right away that a function F': U — R™, where U is open in R™ is
continuous at @ € U if and only if

lim F(Z) = F(a).

r—a
Key results in calculus and analysis are the limit laws along with their implications
for continuity.

Theorem 1.2.9. Let U be an open set in R™, let @ € U, and let F and G be
functions from U — {a@} to R™ and w: U — {d} — R. Suppose that the limits of F,
G, and w at d exist. Then

lim (F() - G(7)) = (ym F(:E)) ( lim G(a?)) (dot product)

Z—a F—a F—a
lim [|[F(Z)|| = || lim F'(Z)
I—a Z—a
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Figure 1.4: Example 1.2.12.
Proof. (Left as an exercise for the reader.) O

Theorem 1.2.10. Let U be an open set in R™, let F' and G be functions from U
to R™, let w: U — R, and suppose that F,G, and w are all continuous at @ € U.
Then the functions |F||, F+ G, wF, and F -G are also continuous at @. If m = 3,
then the vector function F X G is also continuous at d.

Proof. (Left as an exercise for the reader.) O

Similar to most multivariable calculus courses, before addressing partial deriva-
tives, we introduce the notion of a directional derivative, which measures the rate
of change of a function in a given direction.

Definition 1.2.11. Let F' be a function from an open subset U C R" into R™, let
Zo € U be a point, and let « be a unit vector. The directional derivative of F in
the direction @ at the point Zj is

S . F(Zy + hil) — F(Z

whenever the limit exists.

Another way to understand this definition is to consider the curve 7 : (—e,¢) —
R™, for some € > 0, defined by §(¢t) = F(&o + t&). Then DzF (%) is equal to the
derivative 4'(0).

We note that though F' is a multivariable function, the definition of DgzF(Zy)
reduces to a single variable, vector-valued function before taking a derivative.
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Example 1.2.12. Consider the function F(s,t) = (s? — t?,2st) from R? to itself.
We will calculate the directional derivative of F' at &y = (1,2) in the direction of
i =(1/2,—/3/2).

We can picture this kind of function by plotting a discrete set of coordinate
lines mapped under F' (see Figure 1.4). However, for functions like F' that are not
injective, even this method of picturing F' can be misleading since every point in
the codomain can have multiple preimages.

Now,
= (= 3+ (2+4V3)t - 22,4+ (4 - 2V3)t - 2V3¢),

=(2+4V3,4-2V3).

t=0

DgF (%) = ((2+4V3) — 4t, (4 — 2V3) — 4V31)

Figure 1.4 shows the curve F(Zy + t@) and illustrates the directional derivative
as being the derivative of F(Zo+tw) at t = 0. The figure shows that though @ must
be a unit vector, the directional derivative is usually not.

Let F' be a function from an open set U C R™ to R™. For any point Zy € U,
the directional derivative of F' in the direction u} at %y is called the kth partial
derivative of F at Zy. The kth partial derivative of F' is itself a vector function
possibly defined on a smaller set than U. Writing

F(f) = (Fl(zla ‘e ,xn), NN 7Fm(I1, ce 71'”))7
some common notations for the kth partial derivative Dy, F' are

oF

., va

DyF, Fy.

In the last notation, the comma distinguishes the derivative operation from an
index. It is not hard to show that

or . (0F oF,,
G (= (aTk(:cl,...,xn),...,GTk(xl,...,xn)).
Example 1.2.13. Consider the real-valued function f(z1,23) defined by

i e £ 0,0)
1II (1,2
f(xl,a:Z) — x%_’_m%v 1,42 s V)

0, otherwise.

See Figure 1.5. We study the behavior of f near & = 0.
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Figure 1.5: Graph of the function in Example 1.2.13.

Let @ = (u1,u2) be a unit vector, with u; # 0. Then

o f(O+ha) - fO) h3uq 12
Daf(0) = lim i = M0 R & k)
uyu3 u3

= lim ———F = —.
70 (u? + h2u3)  w
If uy = 0, then f(0 4 h@t) = 0 for all h, so Dgf(0) = 0. Thus, the directional

derivative Dy f(0) is defined for all unit vectors .
On the other hand, consider the curve #(t) = (t2,t). Along this curve, if ¢ # 0,

4 1
FE0) = i = 5
Thus,
1ift 40,
J@E®) = {3 ifio

which is not continuous. Notice that this implies that f as a function from R2 to
R is not continuous at 0 since taking ¢ = i, for all § > 0, there exist points Z (in
this case, points of the form # = (¢2,¢)) such that ||Z| < § have |f(Z)| > e.

Therefore, the function f is defined at 0, has directional derivatives in every
direction at 0, but is not continuous at 0.

Example 1.2.13 shows that it is possible for a vector function to have directional
derivatives in every direction at some point @ but, at the same time, fail to be
continuous at @. The reason for this is that the directional derivative depends only
upon the behavior of a function along a line through @, while approaching @ along
other families of curves may exhibit a different behavior of the function.
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Example 1.2.13 also illustrates that even if all the partial derivatives of a function
F exist at a point, we should not yet consider it as differentiable there. A better
approach is to call a function differentiable at some point if it can be approximated
by a linear function.

Definition 1.2.14. Let F' be a function from an open set U C R™ to R™ and
let @ € U. We call F differentiable at a if there exist a linear transformation
L:R"™ — R™ and a function R defined in a neighborhood V' of 0 such that for all
heV, - -
F(@+ h)=F(@) + L(h) + R(h),
with .
im R(fz)
h—0 Rl
If F is differentiable at @, the linear transformation L is denoted by dFj; and is
called the differential of F at a.

=0.

Notations for the differential vary widely. Though we will consistently use dFz
for the differential of F' at @, some authors write dF'(@) instead. The notation in
this text attempts to use the most common notation in differential geometry texts
and to incorporate some notation that is standard among modern linear algebra
texts.

If bases B and B’ are given for R” and R™, then we denote the matrix for dFj
by )

(4] -

Assuming we use the standard bases for R™ and R, we write the matrix for dFj;
as [dFa].

If F is differentiable over an open set U C R™, the differential dF (not evaluated
at any point) is a function from U to Hom(R™,R™), the set of linear transformations
from R™ to R™. Its associated matrix [dF] is a matrix of functions, each defined
over U, and we call [dF] the Jacobian matriz of F.

If m = n, the determinant of the Jacobian matrix is simply called the Jacobian
of F. The Jacobian of F'is a function U — R and some common notations include

O(Fy,...,F,) OF;

J(F)7 8(3:1,...,33”) Ba:j

, det( ) and det(dF).

Differentiability at a point is a strong condition that implies both continuity
and the existence of directional derivatives. In the propositions in the rest of the
section, F' is a function from an open set U C R™ to R™ and @ is any point in U.

Proposition 1.2.15. If F is differentiable at d, then F is continuous at a.

Proof. Suppose we have the condition of Definition 1.2.14. From Theorem 1.2.7,
since each component function of a linear transformation is a polynomial in the input
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variables, we deduce that the linear transformation L is continuous everywhere.
Hence,

lim L(h) = 0.

h—0

The condition on R also implies that lim; .~ R(h) = 0. Hence,

lim F(#) = lim
T—ad h—0 h—0
Hence, F' is continuous at d. O

Proposition 1.2.16. If F' is differentiable at @, then it has a directional derivative
in every direction at @. Furthermore, Dz F(d) = dFz().

Proof. (Left as an exercise for the reader.) O

Since the differential dFj; is a linear function from R"™ to R™, for a vector ¥ =
(v1,v2,...,v,) with coordinates given with respect to the standard basis, at any
point @ we have

dFd(Ulﬁl + -+ Unﬁn) = ’UldFd*(ﬁ1> —+ 4 ’UndF[i(ﬁn)

L OF L OF
= o, la U o

)

a

where the second line follows from the last part of Proposition 1.2.16. Finally,

viewing each partial derivative %(&’) as a column vector, we have
oF OF OF
APy = [ 25y 9F o O ) e
a(?) <8x1 “ 0xo @) 0xy, (a)) v

This proves the following proposition.

Proposition 1.2.17. Writing F = (F1,Fs, ..., Fy) in component functions, at
any point where F is differentiable, the Jacobian matrix of F is

oF; OFy oF,

3$1 812 e a:ltn
6F2 aFQ . 6F2
6F 8F 8F 3361 8362 aacn
aF) = (28 o8 9 , (1.2)
011 (91’2 axn . . . .
OFy, OFy . OFn
oz Oxo 0Ty

where in the middle expression we view OF/0x; as a column vector.

Example 1.2.13 shows that the implication statement in Proposition 1.2.16 can-
not be replaced with an equivalence statement. Therefore, one should remember
the caveat that the Jacobian matrix may exist at a point @ without F' being differ-
entiable at @, but in that case, dFz does not even exist.
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Example 1.2.18. Consider a function f from an open set U C R™ to R. The
differential df has the matrix

_(of Of of

which is in fact the gradient of f, though viewed as a row vector.

Example 1.2.19. As a simple example of calculating the Jacobian matrix, consider
the function
F(x1,m0) = (3x1 + 22,21 cos xg, ™12 2x2).

It is defined over all RZ. The Jacobian matrix is

OF OF;

alﬂl 8212 3 2./E2

OFy OFy _ _ L

o Gt | = | cosma msin
OFy OFs et 2 726 b 2 +2
8$1 8m2

If, for example, @ = (2,7/2), then the matrix for dFj is

3 T
dF] = o 2
6277r _26277r_~_2

If, in addition, ¥ = (3, —4) with coordinates given in the standard basis, then

3 ™ 3 9—4r
dF;(7) = | 0 —2 (_4) = 8
2™ 2277 42 11e2~™ — 8

To calculate the directional derivative in the direction of ¢/, we must use the unit
vector @ = ¥/||¥]] = (0.6, —0.8) and

1.8 —0.87
DzF (@) = dFz(@) = 1.6
2.2e27™ — 1.6

PROBLEMS

1.2.1. Let F(z,y) = (3z — 2y + 4zy, =* — 323y + 3zy + 1). Determine the domain of the
function, explain why or why not the function is continuous over its domain, and
find all its (first) partial derivatives.

1.2.2. Repeat Problem 1 with F(z,y) = (%,yln x)

1.2.3. Repeat Problem 1 with F(z,vy,2) = (tan(z/y), 2313, /22 + y2 4 22).
1.2.4. Let F(z,y,2) = (cos(4z + 3yz),zz/(1 + 2* + y*)). Calculate Fyo, Fy. and Fyy..
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1.2.5.

1.2.6.
1.2.7.

1.2.8.

1.2.9.

1.2.10.

1.2.11.

1.2.12.

1.2.13.

1.2.14.

1.2.15.

1.2.16.

1.2.17.
1.2.18.
1.2.19.

1.2.20.

Let F: R™ — R be a function defined by F(Z) = e, where # is a unit vector in

R™. Prove that
9*F N O’F . O’F
or? = Ox2 02

=F.

If F' is a linear function, show that F' is continuous.

Show that the following function is continuous everywhere

Flu,v) = {an sin (%) + z2sin (i), if z120 # 0,

07 if X1T2 = 0.

Find the directional derivative of F(s,t) = (s* — 3st?,3s%t — t3) at (2,3) in the
direction @ = (1/v/2,1/+/2).

Find the directional derivative of F(x1,x2,23) = (1 + Z2 + x3, 2122 + T2ws +
z173, T12223) at (1,2,3) in the direction of & = (1/\/57 1/\/§, 1/\/6)

Let F : R? — R? be defined by F(u,v) = (u® — v?, 2uv). Calculate the Jacobian
matrix of F. Find all points in R? where J(F) = 0.

Define F over R? by F(z,y) = (¢” cosy, e” siny). Calculate the partial derivatives
F, and F,. Show that the Jacobian J(F) is never 0. Conclude that F, and F),
are never collinear.

Let F(u,v) = (cosusinwv,sinusinv,cosv) be defined over [0,2x] x [0, 7]. Show
that the image of F lies on the unit sphere in R3. Calculate dFy ) for all (u,v)
in the domain.

Define F : R® — R? by
F(u,v,w) = ((u3 + uw) cos w, (u® + uv) sinw, uz).
Calculate the partial derivatives Fy, F,, and F,,. Calculate the Jacobian J(F).

Determine where F' does not have maximal rank.

Define F' over the open set {(z,y,2) € R*|z > 0,y > 0,z > 0} by F(z,y,2) =
(z-y®,y- 2% 2z a¥). Calculate the partial derivatives Fy, Fy, and F.. Calculate
the Jacobian J(F).

Let F : R® — R™ be a linear function, with F(¢) = A¢ for some m X n matrix
A. Prove that the Jacobian matrix is the constant matrix A and that for all a,
dF; = F.

Let F(u,v) = (ucosv,usinv,u) defined over R?. Show that the image of F is
a cone z2 + y? — 22 = 0. Calculate the differential, and determine where the
differential does not have maximal rank.

Prove the limit laws listed in Theorem 1.2.9.
Prove Theorem 1.2.10.

Prove Proposition 1.2.16. [Hint: Using Definition 1.2.14, set ¥ = hi, where 4 is a
unit vector.]

Prove that if a function F' is differentiable at @, then F' is continuous at .
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1.2.21. Mean Value Theorem. Let F' be a real-valued function defined over an open set

-

U € R" and differentiable at every point of U. If the segment [d@,b] C U, then

-

there exists a point € in the segment [@, b] such that

- -

F(b) — F(@) = dF=(b — d).

1.2.22. (*) Let n < m, and consider a function ' : U — R™ of class C", where U is an
open set in R™. Let p € U, and suppose that dFj, is injective.

(a) Prove there exists a positive number A, such that ||dF,(?)|| > Ap||¥] for
v e R".
(b) Use part (a) and the Mean Value Theorem to show that F is locally injective

near p, i.e., there exists an open neighborhood U’ of p such that F : U’ —
F(U’) is injective.

1.3 Differentiation Rules; Functions of Class C"

In a single-variable calculus course, one learns a number of differentiation rules.
With functions F' from R™ to R™, one must use some caution since the matrix [dF ]
of the differential dF' is not a vector function but a matrix of functions. (Again, we
remind the reader that our notation for evaluating the matrix of functions [dF ] at
a point @ is [dFy].)

Theorem 1.3.1. Let U be an open set in R™. Let F and G be functions from U
to R™, and let w : U — R be a scalar function. If F, G, and w are differentiable
at d, then F + G and wF are differentiable at d and

1. d(F + G)z = dF; + dGg;
2. [d(wF)z] = w(@)[dFz] + [F(a@)] [dwa].

Proof. The proof for both parts follows from Proposition 1.2.17. Explicitly for the
second part, the ij-entry of [d(wF)a] is

8(sz) - . 8FZ . 6w N (=
or -~ @5, @+ @@

The first term on the right side is the ¢j-entry of w(a) [dFa] while the second term
is the ij-entry of [F (EL’)] [dwaL which is the product of a columns by a row vector.
The result follows. O

Note that in Theorem 1.3.1(2), [F(@)] is a column vector of dimension m, while
[dwg] is a row vector of dimension n. Hence [F(@)] [dwz] is an m x n matrix of
rank 1.
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Example 1.3.2. Let F(u,v) = (u?—v,v3, u+2v+1), and let w(u,v) = u®+uv—2.
The differentials of F' and w are

2u -1
[dF} =0 30 and [dw] = (3u* +v  u).
1 2

According to Theorem 1.3.1, the Jacobian matrix of wF' is

[d(wF)] = w[dF] + [F] [dw]

20 -1 u? —v

=@ +uw—-2)[ 0 3|+ v3 (Bul+v w)
1 2 u+2v+1

2u(ud +uv —2)  —(u®+uv—2) (u? —v)(3u? +v) u(u? —v)
= 0 3v?(ud +uv —2) | + v3(3u? +v) uv?
(u® +uv — 2) 2(u?® + uv — 2) (u+2v+1)(3u? +v) ulu+2v+1)
Sut —v? — 4du —2uv 42
= 3uvt 4+ v? 3udv? + 4uv® — 602

dud +6utv 4+ 3w+ 2uv + 202 +v—2 2+l +duwv+u—4
If we had to find [d(wF)(LQ)], we could simplify the work and do
[d(wF),2)] = w(1,2)[dFq 9] + [F(1,2)] [dwg,o)]

2 -1 -1
=1({0 12|+[8]|( 1)

1 2 6

2 -1 -5 -1 -3 -2
=0 12 )+ [40 8 | =140 20

12 30 6 31 8

We now consider the composition of two multivariable functions. Let F' be a
function from a set U C R™ to R™, and let G be a function from a set V' C RP to
R™ such that G(V) C U. The composite function F oG : V — R™, depicted by the
diagram

G

V(C RP) U(C R™) R™

is the function such that, for each @ € V,
(Fo@G)(a) = F(G(Ei)).

As a consequence of a general theorem in topology (see Proposition A.1.28), we
know that the composition of two continuous functions is continuous. The same
is true for differentiable functions, and the chain rule tells us how to compute the
differential of the composition of two functions.
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Theorem 1.3.3 (The Chain Rule). Let F be a function from an open set U C R™
to R™, and let G be a function from an open set V. C RP to R™ such that G(V) C U.
Let @ € V. If G is differentiable at @ and G is differentiable at G(d), then F o G is
differentiable at d and

d(F e} G)d = ng(a) O de. (13)

The Jacobian matrices satisfy the matrix product
[d(FO G)gg} = [dFG(Fi)} [dGa]. (1.4)
Before proving this theorem, we establish a lemma.

Lemma 1.3.4. Let A be an m x n matriz. For all ¥ € R™, with ||J] = 1, the
length ||A|| is less than or equal to the square root of the largest eigenvalue A1 of
AT A. Furthermore, if @, is a unit eigenvector of AT A corresponding to A1, then

AT = VA,

Proof. Assuming that we use standard bases in R™ and R™, then
| A2 = (AT) - (AT) = (AD) " (AT) = 0T AT AG.

By the Spectral Theorem from linear algebra, since AT A is a symmetric matrix,
it is diagonalizable, has an orthonormal eigenbasis (i.e., a basis of eigenvectors of
AT A) {iy, ..., i,}, and all the eigenvalues are real. Assume i; has eigenvalue );.
Note that

N =il - (Nily) = 0 - (AT Ay = ] AT Adly = || Adg))?,

so A; > 0. We also suppose that the eigenvalues are labeled so that Ay > Ay > --- >
M-
If ¥ has unit length, we can write ¥ = x11; + - - - + T @y, with 23 +-- -+ 22 = 1.
Then
|AT||> = 0T AT AT = \o? + - 4 A2,

A simple calculation using Lagrange multipliers shows that || A%]|?, subject to the
constraint ||| = 1, is maximized when A = Ay and (z1,...,2,) = (1,0,...,0). The
lemma follows. O

We call v/A; in the above lemma the matriz norm of A and denote it by |A|.
Note that for all ¥ € R™, || A7| < |A]|||7].

of Theorem 1.3.3. Let F and G be functions as defined in the hypotheses of the
theorem. Then there exist an m X n matrix A and an n X p matrix B such that

)
)

G(@) + Bh + Ry (h),
F(§(@)) + Ak + Ra(F),

G(@+

F(G@@) + (15)

S
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with . .
Balh) 5 g um 2 g (1.6)
h—G Rl =0 ||kl
Then for the composition (F o G)(@ + k), we have
(FoG)(@+h) = F(G(@) + ABh + ARy (h) + Ry(Bhi + Ry (h)). (1.7)

By the Squeeze Theorem, since lim;; 5 | Ry (R)||/||R]| = 0, we deduce that

. ARy (h)

—— =0.
=0 ||h|

Also because limj 5 Ry (R)||/||k]| = 0, for any & > 0, there exists a § > 0 such
that if & € R™, with ||| < 4, then ||Ry (k)| < ¢||k||. In particular, pick ¢ = 1 and
let 6y be the corresponding value of §. Then if |h|| < d§y, we have

IBh+ Ry(R)|| < |BR|| + | Ra(R)|| < (|B] + 1)]|R].
This leads to

|Ro(Bh + Ry (h))]|

0< °
7]

<(B[+1)

|Ro(Bh + Ry(h))||
|Bh + Ry (h)||

However, by Equation (1.6), one concludes that

lim ||Rz(3ih+31£h))|| —0
oG | B+ Ri(h)|

and consequently, by Equation (1.8),

lim ||R2(Bh'_|:R1(h))” —0
h—0 17l

Setting Rs(h) = AR,y (h)+ Ry(Bh+ Ry (h)), we have limy 5 Rs(h)/||R|| = 0, so from
Equation (1.7), we see that all parts of the theorem hold. O

Example 1.3.5. Consider the functions F(r,6) = (rcosf,rsinf) and G(s,t) =
(s%2 —t2,2st). Calculating the composition function directly, we have

(G o F)(r,0) = (r? cos®  — r*sin? 0, 2r cos  sin §) = (12 cos 260,72 sin 26).
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Thus,
2rcos20 —2r?sin26
(G o F)ro)] = (27’ sin20 272 cos 26 ) '

On the other hand, we have
2s =2t cos) —rsinf
[dGsn] = <2t 2s ) and [2F )] = <sin9 rcos 6 ) '
Using the right-hand side of the chain rule, we calculate
[dGF(r,G)] [dF(T,Q)} = [dG(r cos G,TSinG)] [dF(r,Q)}
_ (2rcosf —2rsinf\ (cosf —rsinf
“ \2rsinf 2rcosf sin@ rcosf
2rcos20 —2r?sin 26
(27“ sin26 272 cos 26 > =ld(Go F)(Tﬂ)]

as expected.

The style of presentation of the chain rule in Theorem 1.3.3 is often attributed
to Newton’s notation. Possible historical inaccuracies aside, Equation (1.3) is com-
monly used by mathematicians. In contrast, physicists tend to use Leibniz’s nota-
tion, which we present now.

Suppose that the vector variable ¥ = (y1,...,yn) is given as a function of a
variable £ = (z1,...,x,) (this function corresponds to ¢ in Equation (1.3)) and
suppose that the vector variable Z = (z1,...,2,,) is given as a function of the

—

variable ¢ (this function corresponds to f). With Leibniz’s notation, one writes the
chain rule as

0z; " 0z 0 . .
& :Z =i 9k foralli=1,...,mand j=1,...,p. (1.9)
k=1

Ox; Oyy, Ox;j

When evaluating 0z;/0x; at a point @ € RP, one should understand the chain rule
in Equation (1.9) explicitly as

8Zi
8CEJ'

%k
7(@) 0z

N zzj Y

k=1

a a

Suppose a function F' is differentiable over an open set U C R™ to R™. Then for
any unit vector @ C R"™, the directional derivative DzF' is itself a vector function
from U to R™, and we can consider the directional derivative Dz(DzF') along some
unit vector ¢. This second-order directional derivative is denoted by D2_F. Higher-
order directional derivatives are defined in the same way.
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If R™ is given a basis, then one can take higher-order partial derivatives with
respect to this basis. Some common notations for the second partial derivative
0 (8F)
— are
an (9177

0*F
6%3:177 ’

9;0iF ,  D;D;F,  Fpa, , Fg

and notations for third partial derivatives are

BF

_ 97 00:0:F .  DpD;DiF .  Fypw .  Fiig.
Oz 0x;0x; i ki T T S,k

Most advanced physics texts use the notation 9, F for the partial derivative OF/0x;.
In that case, the second and third partial derivatives are 0;0; f and 0,0;0;F, as
indicated above.
Note that the order of the indices or subscripts is important since it is possible
that
0’F 0’F
6‘:161822 8%28$1 ’

though we will see momentarily a condition that implies their equality.
We conclude this section with two theorems from analysis and a comment on
the C" notation.

Theorem 1.3.6. Let U be an open set in R™, let F': U — R™ be a function, and
let @ € U. Suppose that for each i =1,2,... n, the partial derivative OF /Ox; exists
in a neighborhood of @ and is continuous at d. Then F is differentiable at @.

Proof. (See Theorem 8.23 in [15].) O

Theorem 1.3.7 (Clairaut’s Theorem). Let U be an open set in R™, let F : U — R™
be a function, and let @ € U. Suppose that

or OF 0°F
dx;’ Ox;’ an O0x;0x;

exists in a neighborhood of @ and that 0°F/dx;0x; is continuous at a. Then
0°F/02;0x;(d) exists and
0’F 0*F
a) = a).
8.%1'8.%]' 8.%](91'1

Proof. (See Theorem 8.24 in [15].) O

Theorems 1.3.6 and 1.3.7 illustrate that certain nice properties occur when we
not only assume that partial derivatives exist but that they are continuous at a
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particular point. For this reason, if U is an open set in R™, we say that a function
F:U — R™ is of class C if all of its partial derivatives exist and are continuous.
By Theorem 1.3.6, a function of class C? is differentiable. We denote by C'*(U, R™)
the set of such functions.

More generally, we say that the function F is of class C", or write F' € C" (U, R™),
if all of its first rth partial derivatives exist and are continuous. By Clairaut’s The-
orem, we see that for a function of class C" all the mixed partial derivatives up to
order r involving the same number of the same index of variable are equal. To be
consistent with this notation, we say that F is of class C? if it is continuous and
we say that it is of class C°° if all of its higher partial derivatives exist and are
continuous. Functions of class C* are called smooth.

Finally, we say that a function F' : U — R™ is analytic if for all @ € U, there
exists an open ball Bs(@) C U such that over Bs(a@) the Taylor series of F centered at
@ converges to F(Z) in Bs(a@). If F': U — R™ is analytic, we write F' € C¥(U,R™).
This is a stronger condition than smooth since in order for a function to be analytic
at d, all of its partial derivatives must exist at a.

There is a natural chain of containment among these classes of functions

C“(U,R™) c C*(U,R™) C ---C C"(U,R™) C --- C C°(U,R™).

Theorem 1.3.8 (First-Order Taylor Series). Let @ € R™ and let U = B,.(d@) be the
open ball of radius v and center . Suppose that f € C*(U,R) for k > 1. Then

f(@) = f(a@) +Zax —l—Zgz i — a;) (1.10)

for some functions g1, gs,...,gn € C*~1(U,R) such that g;(@) = 0.

Proof. Let & be any element in the ball U. The Fundamental Theorem of Calculus
gives

By the chain rule

and since Jf/0x;(@)(x; — a;) is constant with respect to ¢, we have

Zaxz —ai)—ﬁ-é(mi—ai)/ol (383{1 (@+t(F—a)) — gi( )> dt.

gi(f>:/01 (gfi(ﬁﬂ(f—&‘)) gi( )) dt,

Setting
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we obtain (1.10). We note that g;(@) = 0. Furthermore, it is possible to differentiate
each g;(x) by passing the differentiation with respect to any x; variable underneath
the integral with respect to t. Hence, we see that g; € C*~1(U,R) for all i =
1,2,...,n. O

PROBLEMS
1.3.1. Prove Theorem 1.3.1.
1.3.2. Suppose that fand g are differentiable at @ € R™. Prove that the function f g
is differentiable at @ and that
d(F -G)z = F(a) -dGz + G(@) - dF5

are linear functions.

1.3.3. Let F(r,0,¢) = (rcosfsin ¢, rsin 6 sin ¢, r cos ¢). Calculate the Jacobian matrix.
Prove that the Jacobian is the function 2 sin ¢.

1.3.4. Let
z1 =2y + 3y2, y1 =€l + a2+ x3,
5 and oo
z2 = 1Yy3, Y2 =€ 4y

Use the chain rule to calculate the partial derivatives 6—'2 fori =1,2 and j =
Z j
1,2,3.

1.3.5. Let F be a differentiable function from an open set U C R™ to R", and let G be
a differentiable function from an open set V' C R"™ to U. Prove that J(F o G) =
J(E)J(G).

1.3.6. Suppose that U and V are open sets in R™ and that F' is bijective from U to V.
Suppose in addition that F is differentiable on U and F~! is differentiable on V.
Prove that for all @ € U, the linear function dF; is invertible and that

(dFz)™" = dFpg.

Conclude that J(F~') = 1/J(F).

1.3.7. Let F be a function from U C R? to R? such that dFz has rank 2 for all 7 € U.
Let & be a regular curve from an interval I to U. Show that

(a) the function 5(t) = F(&(t)) is a regular curve in R?;
(b) the speed of § satisfies

(@) 2 o) e o

(le)

|2~ 28
1.3.8. Repeat part (b) of Problem 1.3.7, but prove that
1B/ @)1* = (@) " [dF] " [dF]a (¢).

[Hint: Recall that we view the vectors @,b € R™ as column vectors and @-b = @
as a matrix product.]

]
S
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1.3.9. Let F(s,t) = (s*t+t>,te® +se'), and let @ be the unit vector in the direction (1,1)
and ¥ be the unit vector in the direction (2,3). Calculate the second directional

derivative function D2, F. [Hint: This is a function of (s,t).]

1.3.10. Let F be a function from an open set U C R"™ to R™. Let ¢ and @ be two unit
vectors in R™. Prove that

1.3.11. Let F(r,0) = (rcosf,rsinf). Calculate all the second partial derivatives of F.
Prove that F is of class C* over all of R

1.3.12. Let F(u,v) = (u® 4+ ve*™,v + tan *(u + 3),sinv). Find the domain of F. Cal-
culate all of its second partial derivatives. Calculate the following third partial
derivatives: Fyyu, Fouv, and Fyyyp.

1.3.13. If (w1, w2) = (6711+I§,COS(332 + azg)), calculate

8211]1 8211]1 an (’)3w2
8331(9563 ’ 81'3(9582 ’ axlamzaxg )

1.3.14. Let the function f : R? — R be defined by
2st(s? — %)
f(s,t) = s2+1t2
0, if (s,t) = (0,0).

Show that f is of class C'. Show that the mixed second partial derivatives fs;
and fis exist at every point of R?. Show that fs¢(0,0) # fs(0,0).

1.4 Inverse and Implicit Function Theorems

In single- and multivariable calculus of a function F' : R™ — R, one defines a critical

point as a point @ = (ay,...,a,) such that the gradient of F' at @ is 0, i.e.,
oF oF S
VF(@)=|=—(),...,—(a) | =0.
@ = (Fo@. (@)

At such a point, F' is said to have a flat tangent line or tangent plane, and, according
to standard theorems in calculus, F'(@) is either a local minimum, local maximum,
or a “saddle point.” This notion is a special case of the following general definition.

Definition 1.4.1. Let U be an open subset of R” and F': U — R™ a differentiable
function. We call ¢ € U a critical point of F if F is not differentiable at g or if
dF, : R" — R™ is not of maximum rank, i.e., if rank(dFy) < min(m,n). If ¢ is a
critical point of F, we call F(q) a critical value. If p € R™ is not a critical value of
F (even if p is not in the image of F'), then we call p a regular value of F.
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We point out that this definition simultaneously generalizes the notion of a
critical point for functions F : U — R, with U an open subset of R™, and the
definition for a critical point of a parametric curve in R™ (Definition 3.2.1 in [5]).
If m = n, the notion of a critical point has a few alternate equivalent criteria.

Proposition 1.4.2. Let U be an open subset of R®, F': U — R" a differentiable
function, and q a point in U such that F is differentiable at q. The following are
equivalent:

1. q is a critical point of U.
2. J(F)(q) =0.

3. The set of partial derivatives {OF/0x1(q),...,0F/0xz,(q)} is a linearly de-
pendent set of vectors.

4. The differential dFy is not invertible.
Proof. These all follow from Theorem 1.1.8. O

More generally, when n is not necessarily equal to m, linear algebra gives the
following equivalent statements for when ¢ is a critical point.

Determining for what values of ¢ in the domain U the differential dF, does not
have maximal rank is not easy if done simply by looking at the matrix of functions
[qu]. The following proposition provides a concise criterion.

Proposition 1.4.3. Let F : U — R™ be a function where U is an open subset of
R™. Let g € U such that F is differentiable at q. Then the following are equivalent:

1. q is a critical point of F.
2. The determinants of all the mazimal square submatrices of [dF,] are 0.

3. The sum of the squares of the determinants of all the mazimal square subma-
trices of [dF,] is 0.

Furthermore, if n > m and A = [dF}], then q is a critical point of F' if and only if
det(AAT) # 0.

Proof. To prove 1 < 2, note that by definition, ¢ is a critical point if dFj, does
not have maximal rank, which means that the set of column vectors or the set of
row vectors of [dF,] is linearly dependent. This is equivalent to the determinants
of all maximal submatrices of A (sometimes referred to as the mazimal minors of
A) being 0 since, if one such determinant were not 0, then no nontrivial linear
combination of the columns of [dFy] or of the rows of [dFy| would be 0, and hence,
this set would be linearly independent.

The equivalence 2 < 3 is trivial.

To prove the last part of the proposition, assuming that n > m, recall that
if {¥1,...,0n,} are vectors in R™, the m-volume of the parallelepiped formed by

{171, . ,17m} is
\/det(BT B),
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where B is the n x m matrix, with the ¥; as columns (see [14, Fact 6.3.7]). Now

the m-volume of this parallelepiped is 0 if and only if {#},...,7,,} are linearly
dependent. Thus, taking B = AT and taking the @; as the columns of AT establishes
the result. O

By referring to some advanced linear algebra, it is possible to prove directly
that, if n > m, Condition 3 in the above proposition implies that det(AAT) # 0. In
fact, even more can be said. If A is an m x n matrix with n > m, then det(AAT)
is equal to the sum of the squares of the maximal minors of A. (See Proposition
C.1.2 in Appendix C.)

Example 1.4.4. For example, consider the function F : R® — R? defined by
F(x,y,2) = (22 + 3y + 23,2y + 22 + 1). The Jacobian matrix for this function is

2¢ 3 322
[dF]:<y ; 2z)'

In this case, the easiest way to find the critical points of this function is to use the
second equivalence statement in Proposition 1.4.3. The maximal 2 x 2 submatrices

are
2z 3 2r 322 3 322
y x)’ y 2z )7 x 2z )

so since critical points occur where all of these have determinant 0, the critical
points satisfy the system of equations

2¢% -3y =0,
dxz — 3yz2 =0,
6z — 3z22 = 0.
This is equivalent to
y = 3a°, y = 3a%,
4oz —22%2° =0, <= Qxz2(2—12) =0,
z(2 —z2) =0, z2(2 —zz) =0.

Thus, the set of critical points of F' is

{(m,§x272) GRg‘xGR—{O}}U{(x,§x2,0> GR?”{EER}.
x

The set of critical values is then

8 2 4 2
{<3x2+x3,3x3+x2+1>€]R2‘xER—{O}}U{(3x2,3$3+1> €R2‘xeR}.
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One important aspect of critical points already arises with real functions. With a
real differentiable function f : [a,b] — R, if f'(x¢) = 0, one can show that f does not
have an inverse function that is differentiable over a neighborhood of xy. Conversely,
if f'(xo) # 0, the function f has a differentiable inverse in a neighborhood of zg,

with
1

—1\/ _
U w) = Frey

A similar fact holds for multivariable functions and is called the Inverse Function
Theorem.

The proof of the Inverse Function Theorem and the following Implicit Function
Theorem are quite long and not necessary for the purposes of this book, so we refer
the reader to a book on analysis for a proof (see, for example, Section 8.5 in [15]).
Instead, we simply state the theorems and present a few examples.

Theorem 1.4.5 (Inverse Function Theorem). Let F be a function from an open
set U C R™ to R™, and suppose that F is of class C", withr > 1. If ¢ € U is not a
critical point of F, then dFy is invertible and there exists a neighborhood V' of q such
that F is one-to-one on'V, F(V') is open, and the inverse function F~1 : F(V) — V
is of class C". Furthermore, for all p € F(V), with p = F(q),

d(F_l)p = (qu)_l~

In many situations, it is impossible to explicitly calculate the inverse function
F~1. The following example illustrates the Implicit Function Theorem in a situation
in which we can calculate the inverse function.

Example 1.4.6. Consider the function F(s,t) = (52 —t2,2st) and q¢ = (2,3). Note
that F' is defined on all U = R2. The Jacobian matrix is

2s =2t
<2t 2s ) ’
so the Jacobian is the function J(F)(s,t) = 4(s® + t?). By Proposition 1.4.2, the
only critical point of F is (0,0), so F satisfies the conditions of the Inverse Function
Theorem at q.
Now with ¢ = (2,3), by the Inverse Function Theorem, since p = F(q) =
(—5,12), we have

[qu]:Cé 46> and [d(F—l)p]:[qu]”:;(;<_23 ‘;’)

For simplicity, let us assume V = {(s,t) € R*|s > 0,t > 0} and note that
q € V. Setting (z,y) = F(s,t) and solving for (s,t), we find that F(V) = {(x,y) €
R?|y > 0} and that the inverse of F' is given by

/2 2 /2 2 _
s — W and tz”#'



32

1. Analysis of Multivariable Functions

Calculating the partial derivative ds/0x, we have

%_ 1 ( T +1>
Oz 2x/§\/ P2+ \Wa
1 Vi +yi+ o

2y/a% + y? 2

)

and similarly, the Jacobian matrix of F~1
1 \/ 24y 4z \/\/z2+y2—x
- 2 2
2y/x2 + 2 _\/vw"‘ﬂﬂfx \/\/x2+y2+w
2 2
Plugging in p = (—5,12) = F(q), we calculate directly that

\/./ +122 5 \/ — 5)2+122+5
[dFF(q)} - m \/\/( 5)2+122+5 \/\/( 5)2+122 5

5 (55 5) =l

thereby illustrating the Inverse Function Theorem.

[aF™] =

Another important theorem about functions in the neighborhood of a point p
that is not critical, is the fact that the level set through p, can be parametrized by
(is the image of) an appropriate function. This is the Implicit Function Theorem.

Theorem 1.4.7 (Implicit Function Theorem). Let F be a function from an open
set U C R™ to R™, with n > m, and suppose that F is of class C", with r > 1. Let
q € U, and let 3 be the level set of F' through q, defined as

z = {# e R"|F(#) = F(g)}.
If g € U is not a critical point, then the coordinates of R™ can be relabeled so that
k= (s | T ) om

with T an m X m invertible matrixz. Then there exist an open neighborhood V' of
q in R™, an open neighborhood W of a = (q1,...,qn-m) in R"™™ and a function
g: W — R™ that is of class C" such that XNV is the graph of g, i.e.,

LNV =A{(54(5) 5 W}
Furthermore, the Jacobian matriz of g at a is

[dga] =-T7'S.
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Example 1.4.8. Let I : R? — R! be a function. If ¢ is some constant, we expect
that the solution set ¥ to the equation F(z,y,z) = c is a surface in R3. Suppose
that around some point p that satisfies the equation, we could consider ¥ as the
graph of a function z = f(x,y). If it is not tractable to exactly solve for z and get
f(x,y) implicitly, then f is called an implicit function. By chain rule we have

OFor oFoy OFo: . oFar oFay oFo:
Or 0x = Oy dxr 0z Oz dr dy Oy dy 0z0y
Hence,
87F—|—67F%—0 and 87F+87F%_0
or 0z 0z oy 0z 0y
" 0: _ _OF joF . 0:_ OF joF
or  Ox/ 0z oy Oyl 9z’

This work is called implicit differentiation. Organizing this last line into a matrix
of a differential, we have

OF\ ' (OF OF -
o=~ (5) (5 %)=

where [dF]| = (S| T ) as in the Implicit Function Theorem. In this example, we
began by assuming that a neighborhood of p € ¥ could be viewed as the graph of
z = f(x,y) and proceeded from there without knowing that we were allowed to do
so. The Implicit Function Theorem gives a condition in which we are allowed to
proceed as we did. In this specific case, the theorem states that we can make this
assumption when 9F/dz # 0, which is precisely what is required for our calculations
to have meaning.

Example 1.4.9. We use the Implicit Function Theorem to tell us something about
the set
Y={(z,y,2) eR¥|2? +y? +22=1landz+y+2z=1}.

This is the intersection between a sphere and a plane, which is a circle lying in R3.
(In Figure 1.6, ¥ is the circle shown as the intersection of the sphere and the plane.)
4 3 12

Consider the point ¢ = (75, — 15, 13) € . To study ¥ near g, consider the function

F :R? — R? defined by F(z,y,2) = (22 +y*> + 2%, 2 + y + 2). The Jacobian matrix
of F'is
_(2x 2y 2z
ar) = (7 % %),

and so the critical points of F' are points (z,y, 2) € R? such that = y = z. Thus,
q is not a critical point and

8 _6 24
[qu] = (113 113 113> .
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Figure 1.6: Example 1.4.9.

Writing

8 _6 24
— (13 — 13 13
S_<1) and T—<1 1>,

since T is invertible, F' and q satisfy the criteria of the Implicit Function Theorem.
Thus, there exist an open neighborhood V of ¢ in R3, an open interval W around
a= % in R, and a function g : W — R? such that the portion of the circle ¥ NV
is the graph of g. Also, the Jacobian matrix of g at a (the gradient of g at a) is

4 __;;g _33 £ 185
Vi — -lg _ 13 | —
dga—Vg<13) =_7"19 < ég 360> <1> ( 175> (1.11)

One can find ¥ by first noting that the subspace x +y + z = 0 has {(0,—-1,1),
(—2,1,1)} as an orthogonal basis. Thus, the plane x+y+2z = 1 can be parametrized
by

X(u,v) = (1 ! 1) +u(0,—1,1) + v(—2,1,1)
’ 3’3’3 T T
and all vectors in this expression are orthogonal to each other. The additional
condition that 2 + 3% + 22 = 1 be equivalent to X - X =1 leads to 2u2 + 602 = %
This shows that the set ¥ can be parametrized by

1 2.
—g—gslnt,
—1_ 1 1
=3 \/gcost—f- 3 sint,
1 1 1
z —3+\/gcost+3smt.
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However, this parametrization is not the one described by the Implicit Function The-
orem. But by using it, one can find that in a neighborhood of ¢ = (4/13,—3/13,12/13),
3’ is parametrized by

l—z 1 l—z 1
(x, o1 +2r—322, — 2= 1—1—233—31‘2),

2 2 2 2

and thus the implicit function g in Theorem 1.4.7 is

1-— 1 1-— 1
g(a:):( x—7\/1+2x—3x2, Tz 1+2:C—3332>.

2 2 2 2
From here it is not difficult to verify Equation (1.11) directly.

Example 1.4.9 illustrates the use of the Implicit Function Theorem. However,
though the theorem establishes the existence of the implicit function g and provides
a method to calculate [dga], the theorem provides no method to calculate the
function g. In fact, unlike in Example 1.4.9, in most cases, one cannot calculate g
with elementary functions.

PROBLEMS
1.4.1. Find the critical points of the following R — R functions: (a) f(z) = z3, (b)
g(x) =sinz, and (c) h(z) = 2* — 322 + = + 1.
1.4.2. Find all the critical points of the function F(z,y) = (* — zy +¢?, 2® — y) defined
over all R?.

1.4.3. Let F : R® — R? be defined by F(z,y,2) = (2% — zy, z° — 3xyz, 2? + ¢* + 22).

(a) Find an equation describing the critical points of this function. (If you have
access to a computer algebra system, plot it.)

(b) Prove that if (zo, yo, 20) is a critical point of F, then any point (Azo, Ayo, Azo),
with A € R, is also a critical point. (That is, if (xo0,yo, 20) is a critical point,
then any point on the line through (0,0,0) and (xo,yo, 20) is also critical.
We say that the equation for the critical points is a homogeneous equation.)

1.4.4. Let F : R® — R? be defined by F(z,y,2) = (¢*¥,zcosz). Find all the critical
points of F'.
1.4.5. Consider the function f : R® — R3 defined by

f(x1,22,23) = (21 cos z2 sin xs, 1 sin 2 sin x3, T1 cOS x3).

Find the critical points and the critical values of f.

1.4.6. Let F': R? — R? be the function defined by F(s,t) = (s* —3st?, 35t —t%), and let
q = (2,3). Find the critical points of F. Prove that there exists a neighborhood
V of q such that F is one-to-one on V so that F~' : F(V) — V exists. Let
p=F(q) = (—46,9). Find d(F~")(_46,9)-
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1.4.7.

1.4.8.

1.4.9.

1.4.10.
1.4.11.

1.4.12.

Let F : R? — R? be defined by F(z,y) = (y*sinz + 1, (z + 2y) cosy). Show that
(0,7/2) is not a critical point of F'. Show that F' is a bijection from a neighborhood
U of (0,7/2) to a neighborhood V' of (1,0). If G : V — U is the inverse function
G = F!, then find the matrix of dG 1,0

Consider the function F : (1,400)? — (1, +00)? defined by F(z,y) = (2, y").
(a) Find the set of critical points of F.
(b) Show that on a neighborhood V' of ¢ = (2, 3) the function F is one-to-one.

(c) Calling F :7*: F(V) — V the inverse function near g, use the Inverse Func-
tion Theorem to determine d(F~")s,o)-

Consider the function

fx1, w2, 23) :(

T2 + X3 T1 + X3 T+ X2 )
14z +ao+as’ 1+x1+axo+x3’ 14+21 + 22 + 23
defined over the domain U = R® — {(z1, 22, 23) |1 + 21 + z2 + 23 = 0}.

(a) Show that no point in the domain of f is a critical point. [Hint: Prove that
J(f) =2/(1+ 21 + 22 + 23)"]

(b) Prove that f is injective.

(c) Find [df '] in terms of (z1,z2,2s3) at every point using the Inverse Function
Theorem.

(d) Show that the inverse function is

- —Y1+Y2+ys3 Y1 — Y2+ U3 y1+y2 —y3
f 1(y17y27y3):( ) ) )
2-yi—y2—Ys 2—y1—Y2—Ys 2—Y1—Y2— Y3

(e) Prove that f is a bijection between U = R* — { (21, x2, x3) | 1421 + 22+ 3 =
0} and V =R® — {(z1,22,23) |2 — 21 — 22 — 23 = 0}.
Verify all the calculations of Example 1.4.9.
Let ¥ be the curve in R® defined by

422 + 5% + 2° = 33
z? 4+ 4y® + 227 = 35.

Using the Implicit Function Theorem, show that near the point ¢ = (1,2,3),
3 can be parametrized by (z,9¢1(z),g2(z)). Find [dgi] and use this to give a
parametrization of the tangent line to 3 at q.

Let 3 be the level set in R* defined by

2+ 2y2 +322 +4w? =24
3w — 2y?2% + w® = 20.

Let F(x,y, z,w) = (2% + 2% + 322 4 4w?, 2w — 24%2% 4+ w?®).

(a) Prove that ¢ = (3,2,1,1) is not a critical point of F' and observe that ¢ € X.
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(b) Using the Implicit Function Theorem, show that there is an open neigh-
borhood W of a = (3,2) in R? and a function g : W — R? such that a
neighborhood of ¢ in ¥ is the graph of g.

(c¢) Calculate [dg] over W.
(d) Use this to provide a parametrization of the tangent plane to X at g.
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CHAPTER 2

Variable Frames

The strategy of choosing a particular coordinate system or frame to perform a
calculation or to present a concept is ubiquitous in both mathematics and physics.
For example, Newton’s equations of planetary motion are much easier to solve in
polar coordinates than in Cartesian coordinates. In the differential geometry of
curves, calculations of local properties are often simpler when carried out in the
Frenet frame associated to the curve at a point. (See [5, Chapter 3].) This chapter
introduces general coordinate systems on R™ and the concept of variable frames in
a consistent and general manner.

2.1 Frames Associated to Coordinate Systems

Many problems in introductory mechanics involve finding the trajectory of a particle
under the influence of various forces and/or subject to certain constraints. The first
approach uses the coordinate functions and describes the trajectory as

—

() = (2(t),y(t), 2(t)) = () + y(O) T+ 2(t)k.

Newton’s equations of motion then lead to differential equations in the three coor-
dinate functions x(t), y(t), and z(t). The velocity function is the derivative, namely

d d d

() = (@07 + 2 O] + 5 (OF)

H(OF+2(0) S @)+ 07+ 9(0) S (3) + 2 OF + () (R
=2/ ()7 +y ()7 + 2 (1)F,

because %i’ =0, %j’z 0, and %E = 0. This last remark shows that the frame
@7, E) associated to the Cartesian coordinate systems is a constant frame.

As we discuss variable frames, we introduce a nice way to describe the rate
of change of a variable frame. Suppose that {iy, s, 3} is a basis of R and let

a and b be two other vectors with components @ = aiu; + astls + aztiz and b =

39
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b1ty + botls + b3ti3. Assuming that all vectors are column vectors, we can write
these component definitions of @ and b in the matrix expression

a; by
(d’ 5) = (@, Uy u3)|az by
az b3
Using this notation, we can express the relationships El =0, %j': 0, and %E =
by
d . . 0 0O
%(fjk)z@jk) 00 0. (2.1)
0 0 0

This notation appears trivial but it will become important as we study the behavior
of frames associated to other natural coordinate systems.

Using cylindrical coordinates, we locate a point in R? using the distance r be-
tween the origin and the projection of the point onto the xy-plane, the angle from
the positive z-axis 0, and the height z above the zy-plane. See Figure 2.1. We
have the following relationship between Cartesian coordinates and cylindrical coor-

dinates:
T =rcosf, =% +y?
y=rsinf, <+—<0=tan"! (%), (2.2)
2=z z=2z.

Yy

Of course, by the expression tan™! 5), one must understand that we assume that

x > 0. For x < 0, one must adjust the formula to obtain the appropriate corre-
sponding angle. Using cylindrical coordinates, one would locate a point in space
by

7= (rcosf,rsind, z).

We define the natural frame with respect to this coordinate system as follows.
To each independent variable in the coordinate system, one associates the unit
vector that corresponds to the directions of change with respect to that variable.
For example, with cylindrical coordinates, we have the following three unit vectors:

Sl L R T R

These formulas give us explicitly

D

€, = (cosf,sin 6, 0) = cos 07+ sin 07,
€p = (—sin6, cosd,0) = —sin 67+ cos 07, (2.4)

. =(0,0,1) = k.
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Using this new frame, the position vector of a point with cylindrical coordinates
(r,0,z) is
7= ré, + z€, (2.5)

As opposed to the fixed frame (Z, j', E), many frames associated to non-Cartesian
coordinates often depend on the position of the base point p of the frame. In this
case, the frame (€, &, €,) associated to cylindrical coordinates depends explicitly
on the coordinates (r, 6, z) (in this case, only on 6) of the frame’s origin point.

To see how this frame varies with respect to any parameter, consider a space
curve parametrized by 7 : I — R3, where I is an interval of R. We can attach
the frame (&,,¢y,€,) to each point 7(¢) of the curve, but, unlike with the fixed
Cartesian frame, the frame (€., €y, €,) is not constant. As we study motion in the
new coordinate system, we are led to take higher derivatives of 7(¢) and express
them with components in the frame associated to the particular coordinate system.

If 7(t) is a space curve, then r, 6, and z are functions of ¢. Therefore, taking the
derivative with respect to ¢, we get
d d

d d
= %(Té'r) + %(Zé’z) = TJé”r‘ + T@é’r + Zlé'z + Z%é’z

—/

Thus, in order to write equations of motion in cylindrical coordinates, we must
determine %a, %ég, and %éz. We obtain

el = %(COS 0,sin6,0) = (—0'sin 6,6 cos0,0) = O'¢y,

€y = g(— sinf,cos6,0) = (-6 cosf, —0' sin6,0) = —0'¢,,

dt

d o
gl = — 1) =0.
€, dt(0,07) 0

Following the same method of presentation as in (2.1) the change of the cylin-
drical coordinates frame can be expressed as

J 0 —¢ 0
26 @ @)= & &) (0 0 o). (2.6)
t 0 0 0

An application of the cylindrical frame and its rate of change arises when de-
scribing the velocity vector and acceleration vector:

—/ =d ! — ! =
Fr=reée.+rléy+ z¢e,,

7 =" 410y + 10y + 10" E + 1(0)2(—E,) + 2E,
= (r" —r(0')?)é, + (2r'0" +10")ép + 2"€..

If we restrict ourselves to polar coordinates, the above formula would still hold but
with no z-component. In the study of trajectories in the plane, the first four terms
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Figure 2.1: Cylindrical coordinates. Figure 2.2: Spherical coordinates.

in the last expression have particular names (see [22, Section 5.2]). We call

r" €, the radial acceleration,
—r(#)%€, the centripetal acceleration,
21'0'¢y the Coriolis acceleration, and

r9”’éy the component due to angular acceleration.

Example 2.1.1. Using spherical coordinates, we locate a point P in R? as follows.
Let P’ be the projection of P onto the xy-plane. Use the distance from the origin
p = OP, longitude 6 (i.e., the angle from the positive z-axis to the ray [OP’)),
and the angle ¢, which is the angle between the positive z-axis and the ray [OP).
See Figure 2.2. Elementary geometry gives the relationship between Cartesian
coordinates and spherical coordinates:

x = pcosfsinp, p=Vat+y? 422
— tan-1
y=psinfsing, +— {0 ="tan (%)v (2.7)

_ _ —1 Z
5T PCOSY, = cos (m)

with the same caveat for 6 as discussed with cylindrical coordinates. With spherical
coordinates, we usually assume that p > 0,0 <60 < 27, and 0 < p < 7.

We leave it as an exercise for the reader to determine the frame associated to a
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spherical coordinate system as

7 IR —

or /|| 0F

%/H%H = (—sin#, cos6,0),
- or /H or
€p=— /|7
7 o/ 1oy

In contrast to Cartesian coordinates, where the position vector of a point is 7 =

zi+ yf—&— ZE, and in contrast to cylindrical coordinates where the position vector is
given by (2.5), in spherical coordinates, the position vector is simply

€p

= (cos 0 cos p, sin 0 cos p, — sin ).

7= pej.
To discuss how the frame associated to spherical coordinates changes, consider
a parametric curve 7 : I — R? and calculate how €, € and €, change as ¢ changes.
Again, we leave it as an exercise for the reader to show that

d 0 —0'sinp  —¢
— (&, & ¢é,)=(e, € &) |0sing 0 0 cosp | . (2.8)
dt A 0

7 cos ¢

All the coordinate systems we have considered thus far, though curvilinear,
are examples of orthogonal coordinate systems; the basis vectors associated to the
coordinate system form an orthogonal basis of R™. In general, this is not the case.
We point out that, as shown in (2.4), both mathematicians and physicists make the
traditional choice when they impose that the frames associated to the cylindrical
and spherical coordinate systems be composed of unit vectors. As useful as this is
for calculations involving distances or angles, this choice has some drawbacks.

We now consider general coordinate systems in R™. Already in polar, cylindri-
cal, and spherical coordinates, we encounter some challenges in bringing together
practical application and precision. For example, polar coordinates (r, ) do locate
points uniquely in the plane and for every point p in the plane, there do exist some
(r0,00) that correspond to p. However, the assignment p = f(r,0) is not injective.

Let S be an open set in R™. A continuous surjective function f : U — S, where
U is an open set in R™, defines a coordinate system on S by associating to every
point P € S an n-tuple x(P) = (z*(P),z?(P),--- ,2"(P)) such that f(z(P)) = P.
In this notation, the superscripts do not indicate powers of a variable x but the ith
coordinate for that point in the given coordinate system. Though a possible source
of confusion at first, differential geometry literature uses superscripts instead of the
usual subscripts in order to mesh properly with subsequent tensor notation. As
with polar coordinates where (rg, ) and (rg, 6y + 27) correspond to the same point
in the plane, in practice the n-tuple need not be uniquely associated to the point
P. However, it is not uncommon for the sake of proofs to restrict f to a smaller
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domain V C U so that f’v is a bijection with the corresponding z : f(V) — V as

the inverse. Note that in this latter case, we call x = (2!, 22,...,2") the coordinate
functions, or the coordinate system

Let (z',2%,...,2") be a coordinate system in R™. Since R" is a vector space,
we can talk about position vectors of points in R™. To say that the n-tuple
(xl,x2, ...,x™) gives coordinates of a point p means that p has a position vector
7 that is a function in the n variables (z',22,...,2™). In our present formulation,
the position function #(x!, x2,..., 2™) is precisely the function f.

Definition 2.1.2. Let © : S — U be a coordinate system on an open subset
S C R™. If p is not a critical point of x, then the frame (or basis) associated to this
coordinate system at p is the set of vectors

{ or or
ozt

p, 8.1‘2
If there is no cause for confusion, we drop the |, but understands from context that

or

p,...,%

p}. (2.9)

derivatives are evaluated at a point p. We say that the components of a vector A
at p in this system of coordinates are (A!, A2 ... A") if we can write
n
- or
A= Ai—. 2.10
gt Q 8@'1 ( )

Note that since p is not a critical point of x, then dz), is invertible with inverse
(da:p)f1 = dfy(p)- Hence, the columns of [df, (], which are precisely these vectors
0r/0x |4y, form a linearly independent set. In general, this condition of linear
independence is all we can assume from a frame associated to a general coordinate
system at p, namely, it need not be an orthogonal set of vectors or consist of unit
vectors. If the set of vectors (2.9) is an orthogonal set, then the system of coordinates
is called an orthogonal coordinate system.

Definition 2.1.3. Let z : S — U be an orthogonal coordinate system on an open
subset S C R™. The scale factors of this coordinate system at point p that is not a
critical point are hgi, hy2, ..., hyn, where

or
hmi == —_
ox?
When a coordinate system (z',z2,...,2") is orthogonal, it is common to di-

vide the basis vectors 07/0x® by the scale factors to obtain an orthonormal basis
associated to the coordinate system. This is precisely what we did with both the
cylindrical and spherical coordinate systems.

Another interesting aspect to using frames associated to coordinate systems in-
volves how to consider rates of change of a vector field when expressed with respect
to a variable frame. Let U be an open subset of R™. Let {u, ua,...,u,} be a vari-
able frame defined over U, i.e., each vector #; is a vector function ;(z!, 22, ..., z")
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that is differentiable on U and for each (z',2%,...,2") the collection of vectors is
linearly independent. Let V' be a vector field defined on U. At each point p € U,
the vector V(p) can be decomposed into components V*(p) as

—

V(p) =V (p)is(p) + V(p)iia(p) + - - + V"™ (p)iin (p).-

More concisely, V = V1@ +V2iy+ - - -+ V", where we understand each V7 to be
a function on U. (Again, the superscripts are indices and not powers. We explain
this convention in more detail when we discuss multilinear algebra in Chapter 4.)

When we take partial derivatives of the vector field \7, we can express these
derivatives in terms of the local frame {uy,da,..., @, }. We have

n

i = s (V70 | =X G+ VG

j=1

In order to proceed and find the component functions of 8‘7/ 0z, we need to de-
compose 0t;/0z" into its components with respect to {@, 4, ..., 4, }. This leads
to the collection of n3 functions Ffj defined as

N n
oz’ 2: ij k
k=1

Then
ov ovi 5'u] OV N~
9 = 2 O Uj + ZVJ =2 oy Ui +ZVJ (Z Fijwc>
7j=1 j=1 Jj=1 k=1
Vk N (6 ) N I
— Z ATE Z . +ZF”W .
k=1 k=1j=1 k=1 j=1

Hence, because we work in variable frames, the kth component of the vector field
OV /0z" is not just V¥ /2%, but rather

. -
(g;) _W AL (2.11)

Equation (2.11) will reappear in a more general context in the analysis on man-
ifolds. In that context, the collection of functions I'}, are called the components of
a connection.

Example 2.1.4 (Spherical Coordinates, 1). We illustrate how to calculate the
F; i functions for the normalized spherical coordinate frame. Consider the variable
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frame {€,,€y,€,} and use (2.8) where instead of ¢, we use p, 0, and ¢ successively
for the derivatives, i.e., for ¢ = 1,2,3. Thus, with k£ representing the row and j
representing the column, we have

00 0 0 —sing 0 0 0 -1
I'f,=(0 0 0], I = |sing 0 cosp |, 5 =(0 0 0
0 0 O 0 —Ccosp 0 1 0 0

Example 2.1.5 (Spherical Coordinates, 2). The previous example used the nor-
malized frame for spherical coordinates. We could also use the basis described by
(2.9), which consists of the three vectors

oF
i = a—r = (cos 6 sin p, sin 0 sin p, cos @)
I
L or o .
Uy = 55 = (—psinfsin g, pcosfsin g, 0)
S or . . .
Uy = % = (pcosfsin, psin b cos p, —psin ).

Calculating the Ffj components requires us to take derivatives of each of the above
vector functions with respect to each of the coordinates and then decompose back
into the basis {1, Ua, i3 }. Because these three vectors are orthogonal, though not
unit vectors we find the components of a vector in this frame by

L Uty V- URETESN
V= S—=Ul + —= U2+ —= Us.
Ui - U1 U2 - U2 us - u3

The calculations are straightforward and we leave it as an exercise to prove that

0 0 0 0 —psin®ep 0 0 —p
1
I"Ifj =10 n (1) I‘éﬂj = % 0 cot Flgj = (1) cotp 0
0 0 5 0 —singcosyp 0 ° 0

We have chosen to list the functions with fixed 4 since this is the variable with
respect to which we take the derivative. However, it is interesting to organize the
functions into three matrices, each corresponding to a fixed k. We get

0 0 0 0o 5 0 0 0 L
0 —psin®p 0 Ffj = % 0 cot ¢ F?j = (1) —singpcosp 0|,
0 0 —p 0 cotyp 0 5 0 0

each of which is a symmetric matrix.

PROBLEMS

2.1.1. Prove Equation (2.8) for the rate of change of the spherical coordinates frame.
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Figure 2.3: Coordinate planes for parabolic coordinates.

2.1.2. Let 7 : I — R3 be a smooth curve in space. Express 7' and 7" in terms of
functions of spherical coordinates p(t), 6(¢), ¢(t), and the local frame {€&,, &y, €, }.

2.1.3. Calculate the Ffj functions for the spherical coordinate frame as decribed in Ex-
ample 2.1.5.

2.1.4. Fix a positive real number a. Elliptic coordinates on R? consists of the pair (@, v)
with ¢ > 0 and 0 < v < 27, connected to Cartesian coordinates by

x = acosh pcosv
y = asinh pgsinwv.

(a) Prove that the curves of constant u form ellipses; and that curves of constant
v form hyperbolas.

(b) Calculate 97/0u and O7/0v and observe that the elliptic coordinate system
is an orthogonal system.

(c) Show that the scale factors are h,, = h, = ay/cosh® u — cos? v and calculate

€, and €é,.

(d) Calculate the eight connection functions F;-k for 4,4,k = 1,2 associated to
the frame {€,, €, }.
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2.1.5. The parabolic coordinates system of R?® consists of the triple (u,v,0), with u €
[0,4+00), v € [0, +00), and 8 € [0, 27) with equations

T = uvcosb,
y = uvsinb,
z

= $(u® —?).

These equations are also called the transition functions from parabolic to Carte-
sian coordinate. (Figure 2.3 shows the three coordinate “planes” for parabolic
coordinates in R® passing through the point P € R* with coordinates (u,v,0) =

(1,1/2,7/4).)
(a) Find the basis vectors for the associated frame according to (2.9) and show
that the parabolic coordinate system is an orthogonal coordinate system.

(b) Consider also the basis {€y, €y, €} given by

- or || oF L or g or L or yor

v %/H% r T 8@/”81}”’ 0= aa/”ae“'
Calculate the rate of change matrix for this frame similar to (2.8) as done
for spherical coordinates.

(c) Calculate the I'};, connection functions associated to the {€.,€,,¢ep} frame
of parabolic coordinates.

2.1.6. Toroidal coordinates in R* are denoted by the triple (o7, ¢) and transform into
Cartesian coordinates via

sinh 7
r=——cos¢
coshT — coso

sinh 7 .
y=——"©0—5in¢
cosh7 —coso
sin o

= ————
coshT — coso

typically used with —7 <o <7, 0 < 7,and 0 < ¢ < 27.

(a) Show that surfaces of constant o are spheres of center (0, 0, cot ) and radius
csco; that surfaces of constant 7 are tori with the z-axis as the axis of
rotation; and that surfaces of constant ¢ are planes through the z-axis.

(b) Find the frame associated to this coordinate system and show that this
coordinate system is an orthogonal system.
¢) Show that scale factors are h, = hr = 1/(coshT — coso), and hy = sinh 7T
¢
(coshT—cos 0); and calculate the associated orthonormal frame {€,, &, €3 }.

(d) Calculate the rate of change matrix for {€,,€;, €y} similar to (2.8) as done
for spherical coordinates.

2.1.7. Consider the coordinate system on R? that employs the pair (s,a) € [0, +00) X

[0,27) to represent the point on the ellipse
2
z 2 2
I

that lies on the ray from the origin and through (cos «, sin ).
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(a) Determine change of coordinate system equations from and to Cartesian
coordinates.
(b) Find the set B of basis vectors for the associated frame according to Equation
(2.9).
or or

(¢) Prove that P o= %s sin(2a) and conclude that this coordinate system
s O

is not orthogonal.

(d) Calculate the rate of change matrix associated to this frame B.

2.2 Frames Associated to Trajectories

In the study of trajectories, whether in physics or geometry, it is often convenient
to use a frame that is different from the Cartesian frame. Changing types of frames
sometimes makes difficult integrals tractable or makes certain difficult differential
equations manageable. In the particular context of special relativity, one talks about
a momentarily comoving reference frame, abbreviated to MCRF.[50]

In the study of plane curves, it is common to use the frame {f, U } to study
the local properties of a plane curve #(t). (See [5, Chapter 1].) The vector T'(t)
is the unit tangent vector T'(t) = #(t)/||#(t)||, and the unit normal vector U (t),
is the result of rotating T'(t) by /2 in the counterclockwise direction. This is a
moving frame that is defined in terms of a given regular curve Z(¢) and, at ¢t = to,
is viewed as based at the point Z(ty). To compare with applications in physics, it
is important to note that the {f, 17} frame is not the same as the polar coordinate
frame {é,., €yp}. From Equation (2.4) (and ignoring the z-component), we know that

€, = (cosf,sin ) and ép = (—sin 6, cosf).

Assuming that z, y, r, and 6 are functions of ¢ and since x = r cos and y = rsin 6,
we have

Z'(t) = (2'(t),y'(t)) = (' cos @ — 0" sin 6,7 sin 0 + r’ cos ) = r'é, + ro’ey.
We then calculate the speed function to be
s'(t) = |7 (@)] = V/(r')? + r2(6")?

and find the unit tangent and unit normal vectors to be

= 1

T=————_(r'e. +1r0'éy),
)2 +12(0')2 ( 0)

= 1 o o

U= = (—ro'é, +1r'ép).
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Therefore, the orthogonal matrix

1 v —rf
(r)2 + 12(0')2 rg’ '

is the transition matrix between the {T', U} basis and the {,,é} basis.
Parenthetically, it is now not difficult to obtain a formula for the plane curvature
of Z(t) in terms of the functions r(t) and 6(t). We use either of the formulations

L = = 1 <o 2N T
nl U= o )k

and we find that

77,7,//0/+7,2 9/ 3 +2 ’I“/ 29/ +TT’9”
kg(t) = (6)" + 2 )3/2 . (2.12)
((T’)2+T2(9/)2)

In general, a frame F in R® that varies with respect to a parameter ¢ consists of
a quadruple of vector functions (@(t),e1(t), €2(t), es5(t)). The vector function &(t)
is a curve that traces out the motion of base (or origin) of the frame F and the
set of vector functions {é7(t),€2(t),€3(t)} are linearly independent for all ¢. We
are not constrained to only consider frames in which {€(t), €x2(t), e3(t)} form an
orthonormal set for all ¢, but we will make that assumption for the remainder of
this section and we will assume in addition that this basis is a positively oriented
basis, i.e., it satisfies €] x €5 = €3. Now for all ¢,

- 1, ifi=yj,
€i €5 = P .
To\o, ifi# g,

so by a dot product rule,

0 ifi=j
ee=a (2.13)
—€; - €j, ifi#j.

Let F = (@, €1, €5,¢3) be a moving positive orthonormal frame. Consider the
vector function Q(t) defined by

O = (& - &)@ + (& - 1)@ + (8] - &)é. (2.14)
Using (2.13), it is easy to check that & = 3 x & for all i and for all ¢.

Definition 2.2.1. The vector function ﬁ(t) is called the angular velocity vector of
the moving frame F.
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We now consider a particle following a trajectory 2 : I — R? and we propose to
determine the perceived position, velocity, and acceleration vectors in the moving
frame F in terms of the true position, velocity, and acceleration. Label (Z) 7, (Z') r,
and (") r as the perceived position, velocity, and acceleration vectors. First,

(@)F =7 —a. (2.15)

However, the perceived velocity and acceleration of Z are obtained by taking the
derivatives of the components of (Z)r in {€}, €2, €5}. More explicitly,

-\ =
- 3,

(@)r=(T-a)-er)er + (T —a)-e)ex + (¥ — d) - &)e;

(@')F = %((f— d) -51)81 + %((f— a) - 52)62 + %((f— a) - 53)53, (2.16)
@r= (- @)-a)a+ S (@@ a)ar L@ -a-a)s

We can now relate the perceived position, velocity, and acceleration in the mov-
ing frame F to the actual position, velocity, and acceleration. By (2.15),

7= (¥)r+a.

Then for the velocity,

i d — d ~ — —/,
“:%(ac')}-+£(ﬁx(x)]:)+ !
d LN LA s,
_%(Z((m—a) el)el>+Ex(x)}-+Qx£(x)}-+a

5
et
+
o]l
X
B
;’
+
2
X
&
""l
+
2
X
a1
S
+
2
X
&
3
+
Q1
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where the second-to-last term follows from Equation (2.17). Thus,
"= (@")F+20 % (T F+ G x (D)F+ 0 x (Qx (T)F) +d". (2.18)
All of the above terms have names in physics (see [22, p. 118]):

o (Z")F is called the perceived acceleration or acceleration with respect to F;
o 20 x (&') is the Coriolis acceleration;
o (1 x (Q X (f)}-) is the centripetal acceleration;

o O/ x (&)F is sometimes called the transverse acceleration because it is per-
pendicular to the perceived position vector (Z)r;

e & is the translational acceleration of the frame.

The above discussion described the moving frame F in terms of some abso-
lute (unmoving) frame. Though an absolute frame arises naturally in the mental
framework of Cartesian coordinates, to assume the existence of an absolute frame
in physical systems poses serious challenges. We may think of a point fixed to the
Earth as the origin for an absolute frame, but taking into account that the Earth
moves around the Sun, and the Sun moves around the galaxy and so on should
disqualify this choice. Using Newton’s second law of motion as a reference, classical
mechanics defines an inertial frame as one in which the motion of a particle not
subject to any forces travels in a straight line.

Now suppose that we have identified one inertial frame F; and we consider
another (moving) frame F». From (2.18), F» will also be an inertial frame if and
only if ()7, = ("), for all trajectories &(¢). This implies that & = 0 and that
a’ = 6, expressed in reference to F;. Hence the unit vectors in F5 do not move
with reference to the basis vectors of F; and the origin of F; moves with a constant
velocity vector in reference to the frame Fj.

Admittedly, the problem in practice of finding one inertial frame leads to a
vicious circle. How do we know we have found a body free of external forces? We
can only content ourselves with finding a frame in which Newton’s laws of motion
hold to a “satisfactory” degree.[21]

As an example of the application of differential geometry of curves to physics,
we consider the notion of centripetal acceleration of a curve and its relation to the
Frenet frame.

Example 2.2.2 (Centripetal Acceleration of Curves). One first encounters cen-
tripetal acceleration in the context of a particle moving around on a circle with
constant speed v, and one defines it as the acceleration due to the change in the
velocity vector. Phrasing the scenario mathematically, consider a particle moving
along the trajectory with equations of motion

Z(t) = (Rcos(wt), Rsin(wt)),
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where R is the radius of the circle and w is the (constant) angular speed. The
velocity, speed and acceleration are, respectively,

" (t) = —w?Z(t) = —w?Ré, = —Ea, (2.19)

where €, is the unit vector in the radial direction (see Equation (2.4)). This is the
centripetal acceleration for circular motion, often written d..

The angular velocity vector () is the vector of magnitude w that is perpendicular
to the plane of rotation and with direction given by the right-hand rule. Thus,
taklng k as the direction perpendicular to the plane, we have in this simple setup

= wk. Setting the radial vector R = réy, it is not hard to show that for this
c1rcular motion,

d. = x (O x R),
as expected from Equation (2.18).

Now consider a general curve in space & : I — R3, where I is an interval of
R. We recall a few differential geometric properties of space curves. The derivative
Z'(t) is called the velocity and s'(t) = [|27(t)]| is called the speed. The curve Z(t)
is called regular at ¢ if #'(t) # 0. At all regular points of a curve, we define the
unit tangent as T(¢ ) Z'(t)/||Z'(t)]. Because T(t) is a unit vector for all ¢, T (t)

is perpendicular to T(t).
The curvature of the curve is the unique nonnegative function x(t) such that

T'(t) = s (t)s(t) P(t) (2.20)

for some unit vector ﬁ(t) The vector function ﬁ(t) is called the principal normal
vector. Finally, we define the binormal vector function B(t) by B =T x P. In so
doing, we have defined an orthonormal set {f, 1737 E} associated to each point of the
curve Z(t). This set {T', P, B} is called the Frenet frame.

It is not hard to show that, by construction, the derivative B’ (t) is perpendicular
to B and to T. We define the torsion function 7(t) of a space curve as the unique
function such that

B'(t) = —s'(t)7(t) P(t). (2.21)
Finally, from Equations (2.20) and (2.21) that

P'(t) = —s' () (t)T(t) + ' (t)7(t) B(1). (2.22)
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Figure 2.4: Center of curvature and osculating circle.

We summarize (2.20), (2.21) and (2.22) as

d 0 —-sk 0
o (T P B)y=(T P B)|ss 0 —s71]. (2.23)
0 s'T 0

(The above paragraphs only give the definitions of the concepts we will use
below. A full treatment of these topics can be found in [5, Chapter 3].)

Since a space curve is not necessarily circular, one cannot use Equation (2.19)
to determine the centripetal acceleration of #. Instead, we view & in relation to
an appropriate moving frame in which centripetal acceleration makes sense. The
osculating circle is the unique circle of maximum contact with the curve Z(¢) at any
point ¢, and hence, the appropriate frame F is based at the center of curvature

" " I 5
at) = z(t) + @P(t)

and has the vectors of the Frenet frame {f, ]3, E} as its basis. Figure 2.4 depicts
a space curve along with the center of curvature @(t) and the osculating circle

associated to a point Z(t) on the curve.
By Equation (2.14), the angular velocity vector of F is

- = — —

Q=P BT+ B - TP+ (T'-P)B=s7T + s'xB.
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The relative position vector for the curve & with reference to its center of curvature
is R = (&) = —LP. Therefore, the centripetal acceleration is

q. =0 x (G xR) =0 x ((s’TT”+ s'kB) x (7113))

= (7T + s'kB) x (s'T — s/gé) = (s')2kP + (s’)zzﬁ
= (s)? M P.
K

It is interesting to note that if a curve happens to be planar, then 7 = 0, and
the centripetal acceleration becomes @, = (s')2xP, which matches Equation (2.19)
exactly since ' = v and & is the reciprocal of the radius of curvature, 1/R. However,
Equation (2.24) shows that, for a curve in space, the “corkscrewing” effect, measured
by 7, produces a greater centripetal acceleration than does simply rotating about
the same axis. (Hence, on a rollercoaster a rider will experience more centrifugal
force — the force that balances out centripetal acceleration — if the rollercoaster
corkscrews than when it simply rotates around with the same radius of curvature.)

(2.24)

We finish this section with a classical example of how using a useful moving
frame renders equations of motion tractable.

Example 2.2.3 (Radial Forces). As an application of cylindrical coordinate sys-
tems, we can study Newton’s equation of motion applied to a particle under the
influence of a radial force. By definition, a force is called radial if F(7) = f(r)é,,
that is, if the force only depends on the distance from an origin and is parallel to the
position vector 7. (The force of gravity between two point objects and the electric
force between two charged point objects are radial forces, while the magnetic force
on a charged particle is not.)
Newton’s law of motion produces the following vector differential equation:

mi" = f(r)é,.

In order to solve this differential equation explicitly, one needs the initial position
7o and the initial velocity vj.

For convenience, choose a plane P that goes through the origin and is parallel
to both 7 and ¥y. (If 75 and ¥y are not parallel, then this information defines a
unique plane in R3. If 7, and ¥ are parallel, then any plane parallel to these vectors
suffices.) Consider P to be the zy-plane, choose any direction for the ray [Ox) and
now use cylindrical coordinates in R3.

For radial forces, Newton’s law of motion written in the cylindrical frame as
three differential equations is

G m =10 = £(0)
€p : m(2r'0" + rd") =0, . (2.25)
€, : 0=0.
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Obviously, since 7 and v lie in the plane through the origin and parallel to €, and
€p, the equations show that 7(t) never leaves the xzy-plane. Thus z(¢) = 0.

We can now solve the second differential equation in the above system to obtain
a relationship between the functions r and 0. First write

27,/ 0//
T
Integrating both sides with respect to ¢, we then obtain 21n |r| = —In |0'|+C, where

C is some constant of integration. Taking the exponential of both sides, one obtains
the relationship 720’ = h where h is a constant. In terms of the initial conditions,
we have

and therefore, for all time ¢, we have

—

h= (770 Xﬁo)'ez.

Thus, we conclude that the quantity L = 7 x (m#) = m(F x ¥), which is called the
angular momentum and in general depends on t, is a constant vector function for
radial forces.

Finally, to solve the system in Equation (2.25) completely, it is convenient to
substitute variables and write the first equation in terms of v = 1/r and 6. Since
r =1/u, we have

dr_ _lduw_ 1d0du__, du
dt w2dt  wrdtdd  df’
The second derivative of r gives
e d(duy dPud) o odu
dt? dt\do do? dt dg?’

where the last equality follows from fact that 20’ is the constant h. The first part
of Equation (2.25) becomes

d2u 1 -1

If the radial force in question is an inverse-square law (such as the force of gravity
and the electrostatic force caused by a point charge), then the radial force is of the
form

f(r) = 3= —ku?.

In this case, Equation (2.26) becomes
d*u k

U= —7.

a0 T e



2.3. Variable Frames and Matrix Functions

o7

Techniques from differential equations show that the general solution to this equa-
tion is

u + C cos(0 — 6y),

0=

where C' and 6y are constants of integration that depend on the original position
and velocity of the point particle under the influence of this radial force. In polar
coordinates, this gives the equation

1
K+ Ccos(0— )

r(0) = (2.27)

PROBLEMS
2.2.1. Provide the details for the proof of Equation (2.12).
2.2.2. Prove that Equation (2.14) is the correct vector to satisfy & = ) x & for all 4.

2.2.3. Determine the transition matrix between the cylindrical coordinate frame and the
Frenet frame.

2.2.4. Calculate the curvature and torsion of a space curve defined by the functions, in
cylindrical coordinates, (r,0,z) = (r(t),0(¢), 2(t)).

2.2.5. Determine the transition matrix between the spherical coordinate frame and the
Frenet frame.

2.2.6. Calculate the curvature and torsion of a space curve defined by the functions, in
spherical coordinates, (1,0, ¢) = (r(t),0(t), ¢(t)).

2.2.7. Determine the transition matrix between the parabolic coordinate frame and the
Frenet frame (see Problem 2.1.5).

2.2.8. Consider the solution () in Equation (2.27). Determine h, C, and 6y in terms
of some initial conditions for position and velocity 7(0) and ¥(0). Prove that
for different initial conditions and different values of the constants, the locus of
Equation (2.27) is a conic. State under what conditions the locus is a circle,
ellipse, parabola, and hyperbola.

2.2.9. (ODE) Find the locus of the trajectory of a particle moving under the effect of
a radial force that is an inverse cube, i.e., f(r) = —k/r®. [Hint: There are three
separate cases depending on whether mh? > k, mh® = k, or mh? < k.]

2.3 Variable Frames and Matrix Functions

In the preceding sections, we often described the rate of change of variable frames
using a matrix function. Equations (2.1), (2.6), (2.8), and (2.23) established a
matrix formula to describe the rate of change of the frame vectors for Cartesian,
cylindrical, spherical, and Frenet frames respectively. This section generalizes this
perspective for variable frames.
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By a matriz function, we mean a function F' : U — M,,xn(R), where U is
an open subset of RP. Identifying the set of m x m matrices M, x,(R) with
the Euclidean space R™", the analysis on multivariable functions developed in
Chapter 1 applies. A single variable matrix function can be viewed as a curve
v : I — My,xn(R), where I is an interval of R. As with any parametrized curve,
the derivative +/(t) is the m X n matrix of derivatives of component functions of

Y(t).
Proposition 2.3.1. Let 1 (t) and v2(t) be matriz functions defined over an interval

I, and let A be any constant matrixz. Assuming the operations are defined, the
following identities hold:

1. 2L (A) is the 0-matriz of the same dimensions of A.

2. g (Am(t) = Ayi(t) and F(n(t)A) =1 (HA.

3. g (n () +72(1) =7 (1) +74(t).

2 GO ECHONE

5. F(n(H)2(t) =1 ()72() + 71095 ().

6. If vi(t) is invertible for all't, then £ (y1(t)™1) = =1 (&) "1y (E)7 ()7L
Proof. (Left as exercises for the reader.) O

A particularly useful matrix function involves the exponential of matrices. Let
A be a p x p matrix and let ¥ € RP. Consider the sequence {Z,}22, of vectors

defined by
oL s
= Z EA v,
k=0

where by A, we mean the identity matrix I. We prove that this sequence is a
Cauchy sequence. Denoting |A| by the matrix norm of A, we have

L N - .
70—l =|| S0 mae < S o4k
k=m+1 k:m+1 !
LB | =1
< Z HIA\’“IWIIS Z E\AI’“HUH,
k=m+41 k=m+1

where the last inequality follows since all the terms are nonnegative. Then since
(k—m—DI/k!' <1/(m+1)!, we have

= (k—m—1)! 1
Y — T < Am+1 ( Ak—m—l
I = Ell < AP S Gyl

|A|m +1 . > i |A|m+l N
< -
_W+DmQjmﬂ_m+mww,
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where we substituted j = k — m — 1. For any positive real number |A|, the limit
of |A|™*1/(m + 1)! as m — oo is 0. Hence, for any positive ¢, there exists N large
enough so that m,n > N implies that

|A‘m+

- o A
I8 = &l < gyl <.

This establishes that the sequence {Z,}52, is a Cauchy sequence. Since RP is a
complete metric space, we conclude that this sequence converges. Since the sequence
of vectors converges for all ¥, we conclude that series of matrices in the following
definition converges.

Definition 2.3.2. Let A be an n x n matrix. We define the exponential of A as
oo
Lok
= 4"
k=0

Proposition 2.3.3. Let A and B be two matrices that commute, i.e., satisfying
AB = BA. Then

Proof. (Left as an exercise for the reader.) O

This proposition allows us to conclude the following interesting result.

Proposition 2.3.4. For all A € M, »,(R), the exponential matriz e is invertible.
Proof. The matrices A and —A commute. Hence, by Proposition 2.3.3, ede™4 =
eA=A4 =0 = J. Thus e has an inverse. O

Now let A € M, x,(R) and consider the matrix function () = e”*. Note first
that v(0) = I. The derivative of v(t) is

d (=1 1d
iy @ L oakgk ) kk kg k—1
v(t)—dt<ZkIAt> 2 k'tht Zk'A kt

oo oo 1
Aktk 1 —A Aktk71 —A At'
N (; )

In particular 7/(0) = A.

We now connect these concepts to moving frames.

Any frame F of R™ consists of an origin and a basis (i1, @, .. ., d,) of R™. Since
the basis consists of n linearly independent vectors, the matrix
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where the ith column is the vector u;, is an invertible matrix. Similarly, for any
invertible n X n matrix M, the columns form a basis of R™. If F is a moving frame,
we can view the vectors of this moving frame as a matrix function M (t) where M (t)
is invertible for all t. More precisely, M is a matrix function M : I — GL,(R),
where I is an interval of R and GL,,(R) = {A € M,,x»(R) | deta # 0} is the set of
invertible matrices, also called the general linear group.

For any moving frame F with basis vectors (@ (t),...,4n(t)), we can express
each derivative @/(t) as a linear combination of these same basis vectors at a given
t. As we did with Equations (2.1), (2.6), (2.8), and (2.23), if we consider the matrix
function M(t) = (@1(t) ... 1n(t)), then this decomposition can be expressed as

M'(t) = M(t)A(t)
for some matrix A(t).

Proposition 2.3.5. Let B € M, x,(R) be arbitrary. There exists a variable frame
with matriz function M : I — GL,(R) with rate of change matriz A(t) satisfying
M'(t) = M(t)A(t) such that A(to) = B for some tg € I.

Proof. Consider M(t) = eB(t=t) = Bte=Bto We note that M(ty) = €° = I,,.
By the differentiation property of the matrix exponential, M'(t) = BePte=Blo =
BeB(—t0) Thus A(tg) = M(to)A(te) = M'(ty) = Be® = B. O

Many of the examples that we discussed in the previous section involved or-
thonormal variable frames. An orthonormal basis in R" is any n-tuple of vectors
(t1,Ua, . .., 1U,) such that

1 ifi— i
@ =4 LT (2.28)
0, ifi=j.
Then using as usual M = (12'1 Uy - ﬁn)7 we note that the ijth entry of M T M

is precisely the dot product ; - @;. Consequently, the vectors form an orthonormal
frame if and only if M "M = I,,, i.e., M is an orthogonal matrix.

Since det(M ") = det(M), an orthogonal matrix M satisfies det(M) = +1. An
orthonormal basis (@, ds,...,U,) is called positively oriented if det(M) = 1 and
negatively oriented if det(M) = —1. The set of orthogonal n x n matrices is denoted
by O(n), and the set of positive orthogonal matrices is denoted by

SO(n) ={M € O(n) | det(M) =1}.

Both O(n) and SO(n) have a group structure, a property not discussed in this book,
and are respectively called the orthogonal group and special orthogonal group.
(Note that the order of the basis vectors in the n-tuple (41, ds,. .., @,) matters
since a permutation of these vectors may change the sign of the determinant of the
corresponding matrix M. Consequently, we must talk about an n-tuple of vectors



2.3. Variable Frames and Matrix Functions

61

as opposed to just a set of vectors. One should also be aware that a permutation
of vectors in the basis B = (i, da, ..., U,) would lead to another basis B’ which
consists of the same set of vectors but has a coordinate transition matrix which is
a permutation matrix.)

We can therefore view an orthonormal moving frame in R"™ as a map M : I —
O(n), where I C R is an interval. In this case, if M is continuous, then det(M (t))
is a continuous function from I to {—1,1}. Consequently, det(M(¢)) is either 1
or —1 for all t. When det(M(t)) = 1, we say that M corresponds to a positive
orthonormal moving frame, and we view M as a function M : I — SO(n). The sets
of matrices O(n) and SO(n) have the subset topology induced from the Euclidean
topology on R, Consequently, the notions of continuity and differentiability of a
moving frame are familiar notions.

Proposition 2.3.6. Let I C R be an interval, and let M : I — O(n) be a differen-
tiable function. Then the matriz function A(t) defined by

is antisymmetric for allt € I. Furthermore, for any antisymmetric matriz B, there
exists a matriz function M : I — O(n) such that A(tg) = B for some tg € I.

Proof. Since M(t) € O(n), we have M(t)"M(t) = I, for all ¢, and similarly
M(t)M(t)T = I,,. Hence, using the differentiation rules,

d

0= M'(M(H)T + M)

(M(t)") =M (M) " + M) (M'(t)".

Thus M (t)(M'(t))T = —M'(t)M(t) " so after multiplying on the right by (M (t)~!) i

and on the left by M (t)~!, we get

(M) (M) = —M' () M(1) "

— (M) M(1)) | = =M ()" M ().

However, from the definition of the matrix function A(t), we have A(t) = M ()1 M’(t).

Hence, we deduce that A(t)T = —A(t) and therefore that A(t) is antisymmetric.
For the second part of the proof, let B be antisymmetric, i.e., BT = —B, and
consider the matrix function M(t) = eZ(¢=%)  Then
- 1
k(
(Zk|B (t — to) > k— Bt —to)*
1 ,
= Z H(—l)k(B) (t—to)" = Z H(B) (to — )"
k=0 =

Bt = M (1)~
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Hence, M (t) is orthogonal for all ¢ € I. Then M'(t) = BeB{~t) = BM(t) so

M'(to) = BM(ty) = BI = B,

and the result follows. O

The four cases that motivated this section, namely Equations (2.1), (2.6), (2.8),
and (2.23), illustrate the first part of Proposition 2.3.6. In all of those examples,
the A(t) matrix function was an antisymmetric matrix for all ¢.

PROBLEMS

2.3.1. Prove Proposition 2.3.3.

2.3.2. Let J be a constant n x n matrix and let v : (—¢,e) — GLn(R) be a differen-
tiable matrix function, where ¢ > 0. Suppose that v(0) = I, and suppose that
¥(t) T Jy(t) = J for all t € (—¢,¢). Prove that the matrix 4/(0) satisfies

Y (0)7 = =77 (0).

2.3.3. Find an example of an n X n-matrix function vy(t) such that f’(t) is never 0, where
f(t) = det(v(¢)), but such that det(y'(t)) = 0 for all ¢.

2.3.4. Let v : I — R™*™ be a differentiable matrix function, and let f : J — I be a
differentiable function. Prove the chain rule for matrix functions, namely,

d
2 @) = (f(0) f/(®).
2.3.5. Let A(t) and B(t) be two n X n matrix functions defined over an interval I C R.
(a) Suppose that A(t) and B(t) are similar for all t+ € I. Prove that A’(¢) and
B'(t) are not necessarily similar.
(b) Suppose that A(t) and B(t) are similar for all ¢ € I and that A(to) = Al
Prove that A’(to) and B’(to) are similar.
(c) Suppose that A(t) and B(t) are similar in that B(t) = SA(t)S™" for some
fixed invertible matrix S. Prove that A’(t) and B’(t) are similar.

2.3.6. Prove Proposition 2.3.1.

2.3.7. Suppose that 7 : I — GL,(R) be a matrix function and let A(t) = e?®. Is it true
that A'(t) = e"y(t).

2.3.8. Let A be a diagonalizable matrix with A = PDP™', where D is diagonal with

M 0 - 0
0 X --- 0
D= . ,
0 0 An
and \; € R for all 7. Prove that
eMt 0 0
0 et 0

ett=pP| | ) N
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2.3.9. Show that if
0 —w
=)

At coswt —sinwt
e = . .
sin wt cos wt

2.3.10. Let & € R3 be a nonzero vector.

then

(a) Show that for any ¥ € R®, we can write the cross product as the matrix

product
0 —w3 W2
O XT= w3 0 —w1 Z.
—Ww?2 w1 0

(b) Call W the 3 x 3 matrix in the above expression. Prove that e’ is the
matrix of rotation about the axis with direction & and with angle ||J||t.

2.3.11. We define SL,(R) = {A € Mpxn(R)| det(A) = 1} and call this set the special
linear group. Suppose that M : (—e,e) — SL,(R) with M (0) = I, the identity
matrix, and suppose that M'(t) = M(t)A(t) for all t € (—e,e). Prove that the
trace of A(0) is Tr A(0) = 0. [Recall that the trace of a matrix is the sum of its
diagonal elements. Hint: Use the definition of the determinant that if M = (m;;),
then

det(M) = Z (Sign O)mld(l)m20(2) o Mno(n)s
oESn

where S, is the set permutations on n elements.]

2.3.12. This exercise gives an interesting property about the derivative of determinants
of square matrices of functions. Let A = (a;;(t)) be an n X n matrix of functions.

(a) Use the formula for the determinant given in the previoius exercise to show

that
da.,
th 1) det(A; %
) = 303 (1) det(4y) o

=1 j=1

where A;; is the ¢jth minor of A.

(b) Conclude that if A is a symmetric matrix, then

4 _ - gid dai
7 (det A) = (det A) da s

i,j=1

ij . . . 1
where the a”/ are the entries of the inverse matrix A™".
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CHAPTER 3
Differentiable Manifolds

In previous geometry or calculus courses, we studied curves and surfaces as subsets
of some ambient Euclidean space R™. We defined parametrizations as vector func-
tions of one (for a curve) or two (for a surface) variables into R? or R3, without
pointing out that many of our constructions relied on the fact that R? and R? are
topological vector spaces. That we have only studied geometric objects that are
subsets of R? does not belie our intuition since the daily reality of human experi-
ence evolves (or at least appears to evolve) completely in three dimensions that we
feel are flat. However, both in mathematics and in physics, one does not need to
take such a large step in abstraction to realize the insufficiency of this intuition.

In geometry, one can easily define natural point sets that cannot be properly
represented in only three dimensions. For example, the real projective plane RP?
can be defined as the set of equivalence classes of lines through the origin in R? or
also as the set of equivalence classes of points in R*—{(0, 0,0)} under the equivalence
relation

(zo, 21, 22) ~ (Yo, ¥1,92)  if and only if
(Yo, y1,y2) = (Azo, Ax1, Axo) for some A € R — {0}.

The projective plane plays a fundamental role in geometry, and also in topology
and algebraic geometry. From the above construction, it appears that the projec-
tive plane (as its name suggests) should be a two-dimensional object since, from
a topological viewpoint, it is the identification space (see Definition A.2.44) of a
three-dimensional object by a one-dimensional object. Both in classical geometry
and in algebraic geometry, there exist natural methods to study curves on the pro-
jective plane, thereby providing a language to “do analysis” on the projective plane.
Nonetheless, it is not hard to show that no subset of R? is homeomorphic to RP?.
There does exist a subset of R* that is in fact homeomorphic to RP? but this fact
is not obvious from the definition of the projective plane. Consequently, to pro-
vide definitions that include projective spaces and other more abstract geometric
objects, we must avoid referring to some ambient Euclidean space.

65
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In physics, the need for eliminating a Euclidean ambient space boasts a more
colorful history. Inspired by evidence provided by scientists like Toricelli, explorers
of the 15th and 16th centuries debunked the flat-earth theory by circumnavigating
the globe. Though the normal Euclidean geometry remained valid on the small
scale, namely, doing geometry on a flat surface (sheet of paper or plot of land), such
methods no longer sufficed when considering the geometry of the earth as a whole.
In particular, the science of cartography suddenly became far more mathemati-
cal in nature as navigators attempted to represent, with some degree of accuracy,
coastlines of continents on a flat sheet of paper.

No less revolutionary was Einstein’s theory of general relativity in which both
space and time are connected as a single, four-dimensional space-time entity that
could itself be curved. In fact, following from the postulate that nothing with mass
travels faster than the speed of light, Einstein’s theory purports that mass must
distort space-time.

The practical need to do geometry or do physics in continuous point-set spaces
that are not Euclidean leads us to generalize our concepts of curves and surfaces
to higher-dimensional objects. We will call these objects of study differentiable
manifolds. We will then define maps between manifolds and establish an analysis
of maps between differentiable manifolds. Our definitions, which may seem a little
weighty, attempt to retain sufficient restrictions to ensure that doing calculus on
the sets is possible, while preserving enough freedom to incorporate the rich variety
of geometric objects to which we wish to apply our techniques.

3.1 Definitions and Examples

As a motivating example for differentiable manifolds, we recall the definition of a
regular surface in R? (see [5, Chapter 5] for more background).

Definition 3.1.1. A subset S C R? is a regular surface if for each p € S, there
exists an open set U C R2, an open neighborhood V of p in R3, and a surjective
continuous function X : U — V N S such that
1. X is differentiable: if we write X (u,v) = (z(u,v),y(u,v), z(u,v)), then the
functions z(u, v), y(u,v), and z(u,v) have continuous partial derivatives of all
orders;

2. X is a homeomorphism: X is continuous and has an inverse X ' : VNS — U
such that X ! is continuous;

3. X satisfies the regularity condition: for each (u,v) € U, the differential
AdX () : R2 — R3 is a one-to-one linear transformation.

This definition already introduces many of the subtleties that are inherent in
the concept of a manifold. In the above definition, each function X:U>VNnSis
called a parametrization of a coordinate neighborhood.

Now, as we set out to define differentiable manifolds and remove any reference
to an ambient Euclidean space, we begin from the context of topological spaces.
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(Appendix A gives a brief introduction to topological spaces.) Not every topo-
logical space can fit the bill of usefulness for differential geometry, so we require
some additional properties of what types of topological spaces we will consider.
We first impose the requirement of having a cover of open sets, each of which is
homeomorphic to an open set in a Euclidean space.

Definition 3.1.2. A topological manifold of dimension n is a Hausdorff topological
space M with a countable base such that for all z € M, there exists an open
neighborhood of x that is homeomorphic to an open set of R™.

The reader is encouraged to refer to Section A.2 in the appendices for defini-
tions and discussions about the base of a topology and the Hausdorff property. A
topological space that has a countable base is called second countable. The techni-
cal aspect of this definition attempts to define a category of objects as general as
possible, while still remaining relevant for geometry that generalizes that on R™.

In the definition of a topological manifold, a given homeomorphism of a neigh-
borhood of M with a subset of R* provides a local coordinate system or coordinate
patch. As one moves around on the manifold, one passes from one coordinate patch
to another. In the overlap of coordinate patches, there exist change-of-coordinate
functions that, by definition, are homeomorphisms between open sets in R™ (see
Figure 3.1). However, in order to define a theory of calculus on the manifold, these
functions must be differentiable. We make this clear in the following definition.

Definition 3.1.3. A differentiable manifold M of dimension n is a topological
manifold along with a collection of functions A = {¢, : Uy — R"}4ecr with U,
open in M called charts, satisfying
1. For each chart, ¢, (Uy) = V, is open in R™ and ¢, : U, — V,, is a homeomor-
phism;

2. The collection of sets U,, called coordinate patches, cover M, i.e.,

M = U Uy;
acl

3. For any pair of charts ¢, and ¢g, the change-of-coordinates

def

bap = P © D5 loswanuy) : 98(Ua NUs) — ¢a(Ua N Up),

called the transition function, is a function of class C'!' between open subsets
of R™.
The collection of functions A = {¢, }aecr satisfying the above conditions is called
an atlas.
A differentiable manifold is called a C* manifold, a smooth manifold, or an
analytic manifold if all the transition functions in the atlas are respectively C*,
C®°, or analytic.
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Figure 3.1: Change-of-coordinate maps.

A few comments about notation are in order here. Mimicking the notation
habits for common sets (Euclidean space R™, or the n sphere as S™), if M is an n-
dimensional differentiable manifold, we sometimes shorten the language by referring
to the “differentiable manifold M™.” Also, though technically a chart is a function
¢ : U — R", where U is an open subset of the manifold M, one sometimes refers to
the chart (U, ¢) to emphasize the letter to be used for the domain of ¢. Though we
use a single letter to designate a differentiable manifold, the atlas A is an essential
part of the definition; consequently, we sometimes refer to the differentiable manifold
as the pair (M™, A) to indicate the letter we are using to designate the atlas.
Finally, since the domains U, of the charts cover M, they satisfy the condition of
a topological manifold that each € M must have an open neighborhood that is
homeomorphic to an open set in R™.

At first pass, the definition of a differentiable manifold may seem unnecessarily
complicated. However, this definition removes any reference to an ambient space,
a feature whose virtues we discussed in the introduction to this chapter. After all,
from a geometric perspective, this is the safe thing to do: a priori we do not know
whether a given manifold can be described as a subset of an ambient Euclidean
space. The application to general relativity also gives a compelling reason: in
general relativity, the universe is a spacetime whole that is not Euclidean, sometimes
called “curved.” However, it would be misleading to think of this curved spacetime
as a subset of a larger Euclidean space. Removing any reference to an ambient space
is the proper approach to presenting a mathematical structure that appropriately
models a non-Euclidean space in which we wish to do calculus. The above definition
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Figure 3.2: Stereographic projection.

and subsequent constructions have proven general enough and structured enough
to be useful in geometry and in physics.

Many properties of manifolds that arise in analysis are local properties, in that
we only need to know information about the manifold M in some neighborhood of
a point p € M. When this is the case, we can restrict our attention to a single coor-
dinate chart ¢, : U, — R"™, where p € U,. Saying that the coordinates of a point p
(with respect to this chart) are (!, 22,..., 2™) means that ¢, (p) = (2!, 22,..., 2").
For reasons that will only become clear later, it is convenient to follow the tensor
notation convention of using superscripts for coordinates. This makes writing poly-
nomial functions in the coordinates more tedious but this notation will provide a
convenient way to distinguish between covariant and contravariant properties.

Example 3.1.4 (Sphere). Consider the unit sphere S? = {(x,y,2) € R® |2 + 4 +
2?2 = 1} and call N = (0,0,1) the North pole and call S = (0,0,—1) the South
pole. We define the stereographic projection from the North pole NV as the function
an : S? — {N} — R2 where 7x(p) is the intersection of the line (Np) with the
xy-plane. (See Figure 3.2). The definition for 7g, the stereographic projection from
the South pole, is similar.

In Exercise 3.1.1, we prove the following results. The formula for stereographic
projection:
x
1—2"1-2

1. from the north pole is 7y (z,y, z) = ( ), and

2. from the south pole is wg(z,y,2) = (%, #)
z z
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The inverses of stereographic projection are not hard to find either. In particular,

1 2u 2v u? + 02 —1
7TN(u’v):<u2+v?+1’u2+v2+1’u2+v2+1)’ and
1 2u 2v u? +v% -1

s (u’v):<u2+v2+17u2+02+1’7u2+v2+1>

The domain of 7wy is Uy = S? — {N} and the domain of 75 is Us = S? — {S}, so
these domains do cover the sphere S2. As fractions of polynomials, 7n and 77&1 are
both continuous, so 7y is a homeomorphism. The same holds for 7g.

For the transition function 71'30775,1, we note first that the domain is 7 (UnyNUg).
Since mx (S) = (0,0), we have my (Uy NUg) = R? — {(0,0)}. Furthermore, it is not

hard to show that ) U v
s o myt(u,v) = (mm) (3.1)

By repeated application of the quotient rule, any repeated partial derivative of
either component function of 7g o 7r;,1 is a polynomial in u and v divides by a
power of u? + v2. Since the domain of 75 o 7y is R? — {(0,0)}, all of these partial
derivatives exist and are continuous. Thus, 7g o 77&1 is C*°. The same thing occurs
for my o 7T§1. Hence, the set {my,7s} provides an atlas that equips S? with the
structure of a smooth manifold.
Example 3.1.5 (Sphere with Another Atlas). We can prove that the unit sphere
S? is a smooth two-dimensional manifold using another atlas, this time using rect-
angular coordinates for the parametrizations.

Consider a point p = (x,9,2) € S?, and let V = {(u,v)|u? +v? < 1}. If
z > 0, then the mapping X(l) : V. — R? defined by (u v,V 1 —u? —v?) is clearly
a bijection between V and S? N {(x,y, 2 )|z > 0}. X is also a homeomorphism
because it is continuous and its inverse X(l) is sunply the vertical projection of

the upper unit sphere onto ]RQ and since projection is a linear transformation, it is
continuous.
We cover S? with the following parametrizations X ;) : V' — R3:

(u,v, m)

(u,v, — m)
(u, V1 —u?—v2v),
(
(

if z >0, X(l)(u,v
1fz<O,X2)(u,v
if y >0, Xg)(u,v
( u,—V1—u? — 02 v),
) VI—u? =% u,0),
(— m,u,v).

Figure 3.3 depicts an expanded view of these coordinate patches. The inverses for
each of these parametrizations give coordinate charts ¢; = X (;)1 : U; — V;, which
together form an atlas on the sphere.

1fx>OX U,

) =
)=
)=
if y <0, X(4) u,v) =
)=
)=

ifx <0, Xg)(UU



3.1. Definitions and Examples

71

Figure 3.3: Six coordinate patches on the sphere.

We notice in this case that all V; = {(u,v)|u? +v* < 1}. Also, not all U;
overlap; in particular, Uy NUs = 0, UsNUy = 0, and Us N Ug = 0. To show that
the sphere equipped with this atlas is a differentiable manifold, we must show that
all transition functions are C'. We illustrate this with ¢3; = ¢3 0 ¢51_1.

The identification (,7) = ¢3 0 7 ' (u,v) is equivalent to

(@, vV1—1u?—-102,7) = (u,v,V/1—u?—0?).
This leads to

o1(U1 NUs)

(u,v)|u* +v* <1 and v > 0},
¢3(U10U3) U

(@,v) |u® +v* < 1 and © > 0},

=
~{

and
@31(u,v) = (u, V1 —u2 —v2).

It is now easy to verify that ¢s; is of class C1 over ¢ (U; N Us). In fact, higher
derivatives of ¢3; involve polynomials in v and v possibly divided by powers of
V1 —wu? —v%. Hence, over ¢1(U; N Us), the function ¢3; is of class C*°. Tt is
not hard to see that all other transition functions are similar. Thus, this atlas
A = {¢:}%_, equips S? with the structure of a smooth manifold.

Example 3.1.6 (Projective Space). The n-dimensional real projective space RP"
is defined as the set of lines in R"*! through the origin. No two lines through the
origin intersect any place else and, for each point p in R", there exists a unique line
through the origin and p. Therefore, one can describe RP™ as the set of equivalence
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classes of points in R"*1 — {(0,0,...,0)} under the equivalence relation

(x(),wla"'axn)N(y07y17"'7yn) if and OIlly if
(Yo, Y15 -+ Yn) = (Azo, Ax1, ..., Axy,) for some A € R — {0}.

We designate the equivalence class of a point (zg,z1,...,z,) by the notation (zg :
X1 :...:2y,). The set RP" is a topological space with the quotient topology coming
from the quotient map 7 : R**1 — {0} — RP" given by 7 (zo,21,...,7,) = (70 :
X1 :...:@,). Since R™™ — {0} is second countable (has a countable base, namely
the open balls in R"*! — {0} of rational radius with centers of rational coordinates),
the quotient space RP" inherits a countable base.

General theorems in topology quickly establish that RP™ is Hausdorff but we give
a direct proof here. Call O = (0,0,...,0) in R**!. For a > 0 and 4 € R**! — {0},
define C,(A) as the double open cone

C.(A)={BcR"™ | ZAOB < a or ZAOB > 7 — a},

with axis of revolution (OA) and opening angle of 2a.. For all «, the cone C(A) is
an open subset of R"*1.

Let p,q € RP" be distinct points. Let p; € 7~ 1(p) and let ¢; € 7~ !(g) such that
Zp10q1 < /2. Since p # q, the angle Zp1Oq; is positive. Define « to be an angle
with 0 < a < %Apqul. Then Cy(p1) N Co(qr) = 0.

CallU = 1(Cq(p1)) and V = w(Cy(q1)). Since Cy(p1) and Cy(q1) are open, the
topology on RP™ is defined so that U and V are open in RP". Furthermore, p € U
and ¢ € V. Also,

7 UNV) =7 HU) N7 (V) = Calpr) N Colq1) =0,

where the middle equality holds because we used cones, namely unions of lines
through O. However, the function = is surjective, so we deduce that U NV = 0.
Since p and g were arbitrarily chosen, we deduce that RP" is Hausdorff.

We can define an atlas on RP" as follows. Note that if (zg,z1,...,2n) ~
(Yo, Y1s---,Yn), then for any i, we have z; = 0 if and only if y; = 0. For i €
{0,1,...,n}, define U; = {(zp : @1 : ... : &) € RP"|z; # 0} and define ¢; : U; —
R™ by

Di(To:x1: ... xp) = (x—o,x—l,...,@,...,x—">,

where the @ notation indicates deleting that entry from the (n + 1)-tuple. It is
easy to see that each ¢; is a homeomorphism between U; and R™. Furthermore,
Up U ---UU, includes all ratios (z¢ : ... : x,) for which not all z; = 0. Thus,
UpU---uUU, =RP".

So far, we have established that RP™ has the structure of a topological manifold
and we have given it natural charts. We need to show that the transition functions
between coordinate patches are differentiable.
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Assume without loss of generality that ¢ < j. Then ¢,(U;NU;) = {(a1,...,a,) €
R"™|a; # 0} and ¢;(U; N U;) = {(a1,...,a,) € R"|a;41 # 0}. (The apparent
difference comes from i < j.) Then the change-of-coordinate function ¢; o ¢i_1 is

-1 — . . . 1. . .
¢jo¢i (al,ag,...,an)—¢j(a1 a2 ...l Qa4 ]..0,7;+1 L .an)
- a; ag a; 1 Ai+1 aj Qp
—_ 7"7"...77.77v,7v7...7 7 7...,7' .
a; aj aj aj  aj aj aj
~—
(4+1)th

Note that we remove the (5 + 1)th entry from an (n + 1)-tuple labeled, whose first
index is 1.

It is not hard to see that ¢; o ¢; ! is indeed a bijection between ¢;(U; N U;)
and ¢;(U; NU;). Furthermore, all higher partial derivatives of ¢; o ¢; * exist over

The same reasoning works if ¢ > j. Therefore, this atlas satisfies the condition
required to equip RP" with the structure of a smooth manifold.

We point out that it is possible to define RP" in a slightly different way. Consider
the unit sphere S" as a subset of R"*! and consider the antipodal function A :
S™ — S™ defined by A(p) = —p. We can define RP" as S™ where antipodal points
are identified. In other words, projective space is the set of equivalence classes of
antipodal points

RP" = {{p, —p}|p € S"}.

We define the projection 7 : S* — RP? as the function 7(p) = [p], where [p] =
{p, —p} is the equivalence class. This function helps define the topology on RP?
(see Section A.2.3) but it is not as simple to define the manifold structure of RP?
from this quotient map.

Before providing more examples, we must emphasize a technical aspect of the
definition of a differentiable manifold. If M is a topological manifold not inherently
defined as the subset of a Fuclidean space, we do not study whether M is or is not a
differentiable manifold, but rather, we discuss whether it is possible to equip M with
an atlas that equips it with the structure of a differentiable manifold. Also, as we
saw in the above examples, since the domains of the charts cover M, these domains
provide the open neighborhoods for each point that occur in the last condition of a
topological manifold.

Definition 3.1.7. Two differentiable (respectively, C*, smooth, analytic) atlases
{da} and {¢;} on a topological manifold M are said to be compatible if the union
of the two atlases is again an atlas on M in which all the transition functions are
differentiable (respectively, C*, smooth, analytic).

Interestingly enough, not all atlases are compatible in a given category. It is also
possible for the union of two atlases of class C* to form an atlas of class C!, with
I < k. The notion of compatibility between atlases is an equivalence relation, and
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an equivalence class of differentiable (respectively, C*, smooth, analytic) atlases is
called a differentiable (respectively, C*, smooth, analytic) structure. Proving that a
given topological manifold has a unique differentiable structure or enumerating the
differentiable structures on a given topological manifold involves techniques that
are beyond the scope of this book. For example, in [29], published in 1963, Kervaire
and Milnor prove that S7 has exactly 28 nondiffeomorphic smooth structures.

Example 3.1.8. We point out that for any integer n > 1, the Euclidean space R"
is an n-dimensional manifold. (The standard atlas consists of only one function,
the identity function on R™.)

Example 3.1.9. A manifold M of dimension 0 is a set of points with the discrete
topology, i.e., every subset of M is open. The notion of differentiability is vacuous
over a 0-dimensional manifold.

Note that this example indicates that a manifold is not necessarily connected
but may be a union of connected components, each of which is a manifold in its
own right.

Example 3.1.10 (An Alternate Smooth Structure on R). Let M = R and consider
the function ¢ : M — R defined by () = 2. The function 1 is a homeomorphism
so the singleton set {¢} forms an atlas on R. The standard structure on R, as
described in Example 3.1.8, uses the atlas {¢}, where ¢ : M — R is ¢(x) = =.
However, though {¢} and {¢} define smooth structures on R, these two atlases are
incompatible. Consider the function ¢ o ¢~!(z) = /. It is a homeomorphism but
it is not differentiable at 0. Hence, {¢, %} is not a differentiable atlas, let alone a
smooth one.

Example 3.1.11 (Open Subsets of Manifolds). Let M™ be a differentiable manifold
with atlas A = {¢q : Uy = R"}4er. Let V be an open subset of M. Consider the
set of functions A" = {¢o|v : Us NV — R"}4er. We have

UUaﬂV: (U U(X)ﬂV:MﬁV:V.

acl acl

Hence U, NV, for a € I, cover V. Because ¢,, is a homeomorphism with its image
00 (Uq), then ¢ (Us,NV) is open in R™ and ¢, |y is also a homeomorphism. Finally,

1 _ —1
balv o (d5]v) |¢B(UQmUﬁmV) = Pa © Py ‘@;(UQNUBHV)’

which is the same class of function as ¢, o qﬁgl. Hence, if V' is any open subset of
M, then it inherits the same class of structure of M.

When working with examples of manifolds that are subsets of RF, it is often
easier to specify coordinate charts x : U C M"™ — R™ by providing a parametriza-
tion 271 : x(U) — M™ that is homeomorphic with its image. Since the chart is a
homeomorphism, this habit does not lead to any difficulties.
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Figure 3.4: A square as a differentiable manifold.

Example 3.1.12. Consider a trefoil knot K in R®. One can realize K as the image
of the parametric curve

v(t) = ((2 + cos(3t)) cos(2t), (2 + cos(3t)) sin(2t), sin(3t))

for t € R. We can choose an atlas of K as follows. Set one coordinate patch on
K to be Uy = 7((0,27)) and another patch to be Uz = y((m,37)). Use as charts
the functions ¢; and ¢9, which are the inverse functions of v : (0,27) — K and
v : (m,3m) = K, respectively. Now

¢2(U1 NU,) = (m,2m) U (27, 3m) and $1(U1 NUz) = (0,7) U (m,27),
and the coordinate transition functions are

t, if t € (m,2m),

o (

¢ o ¢y (1) = {t 2m, if t € (27, 37),
(
(

t+ 2w, ifte
t, ift €

0,7),
7,2m).

3

gp0 ¢y (t) = {

Both of these transition functions are differentiable on their domains. This shows
that K, equipped with the given atlas, is a 1-manifold.

From the previous example, it is easy to see that any regular, simple, closed
curve in R* can be given an atlas that gives it the structure of a differentiable 1-
manifold. Our intuition might tell us that, say, a square in the plane should not be
a differentiable 1-manifold because of its corners. This idea, however, is erroneous,
as we shall now explain.

Example 3.1.13. Consider the square with unit length side, and define two chart
functions as follows. The function ¢; measures the distance traveled as one travels
around the square in a counterclockwise direction, starting with a value of 0 at
(0,0). The function ¢ measures the distance traveled as one travels around the
square in the same direction, starting with a value of 1 at (1,0) (see Figure 3.4).
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q

Figure 3.5: Not a bijection.

Figure 3.6: The Klein bottle.

The functions ¢; and ¢, are homeomorphisms, and the coordinate transition
function is
(bl o ¢51 : (174) U (47 5) - (Oa 1) U (174>7

with
x, ifx € (1,4),

—1N
p10¢y () = {m—4, if z € (4,5).

This transition function (and its inverse, the other transition function) is differen-
tiable over its domain. Therefore, the atlas {¢1, ¢2} equips the square with the
structure of a differentiable manifold.

This example shows that, in and of itself, the square can be given the structure
of a differentiable 1-manifold. However, this does not violate our intuition about
differentiability and smoothness because one only perceives the “sharp” corners
of the square in reference to the differential structure of R%. Once we have the
appropriate definitions, we will say that the square is not a submanifold of R?
with the usual differential structure (see Definition 3.6.1). In fact, the atlases in
Examples 3.1.12 and 3.1.13 bear considerable similarity, and, ignoring the structure
of the ambient space, both the square and the knot resemble a circle. We develop
these notions further when we consider functions between manifolds.

It is not hard to verify that a regular surface S in R? (see Definition 3.1.1) is
a differentiable 2-manifold. The only nonobvious part is showing that the proper-
ties of coordinate patches of a regular surface imply that the coordinate transition
functions are differentiable. We leave this as an exercise for the reader (see Problem
3.1.6).

Parametrized surfaces that are not regular surfaces provide examples of geomet-
ric sets in R? that are not differentiable manifolds. For example, with the surface
in Figure 3.5, for any point along the line of self-intersection, there cannot exist an
open set of R? that is in bijective correspondence with any given neighborhood of
p. However, the notion of a regular surface in R? has more restrictions than that of
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a 2-manifold for two reasons. Applying the ideas behind Example 3.1.13, a circular
(single) cone can be given the structure of a differentiable manifold even though it
is not a regular surface. Furthermore, not every differentiable 2-manifold can be
realized as a regular surface or even as a union of such surfaces in R3. A simple
example is the Klein bottle, defined topologically as follows. Consider a rectangle,
and identify opposite edges according to Figure 3.6. One pair of sides is identified
directly opposite each other (in Figure 3.6, the horizontal edges), and the other pair
of sides is identified in the reverse direction.

It is not hard to see that the Klein bottle can be given an atlas that makes it
a differentiable 2-manifold. However, it turns out that the Klein bottle cannot be
realized as a regular surface in R3.

We end the section by defining the product structure of two manifolds.

Definition 3.1.14. Let M™ and N be two differentiable (respectively, C*, smooth,
analytic) manifolds. Call their respective atlases {¢q}acr and {3}scs. Consider
the set M x N that is equipped with the product topology. If ¢ : U — R™ is a chart
for M and ¢ : V — R" is a chart for IV, then define the function ¢ x ¢ : U x V —
R™*" by ¢ x 9 (p1,p2) = (¢(p1), ¥ (p2)). The collection {@o X V5}(a,p)crx. defines
a differentiable (respectively, C*, smooth, analytic) structure on M x N, called the
product structure.

Consider, for example, the circle S' with a smooth structure. The product
St xSt is topologically equal to a (two-dimensional) torus, and the product structure
defines a smooth structure on the torus. By extending this construction, we define
the 3-torus as the manifold 73 = S! x S! x S' and inductively the n-torus as
Tr =T ! x St

PROBLEMS

3.1.1. Stereographic Projection. One way to define coordinates on the surface of the
sphere S? given by z? 4+ 32 + 2% = 1 is to use the stereographic projection of
7 :S*— {N} = R? where N = (0,0,1), defined as follows. CGiven any point
p € S?, the line (pN) intersects the xy-plane at exactly one point, which is the
image of the function 7(p). If (x,y, ) are the coordinates for p in S?, let us write
m(x,y,z) = (u,v) (see Figure 3.2).

(a) Prove that mn(z,y,2) = (1%, 2% )-
(b) Prove that

7r71(u v)*( 2u 2v u2—|—v2—1)
NADT 7w+ 17 w2+ 02+ 17 u2 402+ 1/

- u v
(c) Show that 75 o 7y (u,v) = (m’ m)
3.1.2. Consider the n-dimensional sphere S™ = {(z1,...,%n+1) € R"™ |2+ 224 =
1}. Exhibit an atlas that gives S™ the structure of a differentiable n-manifold.
Explicitly show that the atlas you give satisfies the axioms of a manifold.



78

3. Differentiable Manifolds

3.1.3.

3.1.4.

3.1.5.

3.1.6.

3.1.7.

3.1.8.

3.1.9.

3.1.10.

3.1.11.

Let V be an open set in R¥, and let f : V — R™ be a continuous function. Find
an atlas that equips the graph of f, defined as the subset

G={(z, f(z)) eR*"™ |z eV},

with the structure of a smooth k-manifold.

Describe an atlas for the 3-torus 72 = S' x §* x S'. Find a parametric function
X : U — R*, where U is a subset of R3, such that the image of X is a 3-torus.

We revisit Example 3.1.10. Let ¢o(z) = x be the identity map on R. The atlas
{¢o} equips R with its usual differentiable structure. Let ¢1 : R — R defined by
é1(x) = 2 + . Prove that ¢; is a homeomorphism and conclude that {¢1} is a
differentiable atlas on R. Prove that {¢o} and {¢:1} are compatible atlases.

Prove that a regular surface in R® (see Definition 3.1.1) is a differentiable 2-
manifold.

Consider the following two parametrizations of the circle S! as a subset of R?:

X1 (t) = (cost,sint) for ¢t € (0, 27),
1-u? 2u )

Yifu) = (1+u2’1+u2

Find functions X7 and Y> “similar” to X, and Y; respectively, to make {X1, X2}
and {Y1,Y>} atlases that give St differentiable structures. Show that these two
differentiable structures are compatible.

for u € R.

Consider the real projective plane RP?. The atlas described for RP? has three co-
ordinate charts. Calculate explicitly all six of the coordinate transition functions,
and verify directly that ¢;; = qb;il.

Consider S? to be the unit sphere in R®. Consider the parametrizations
f:(0,2m) x (0,7) — S?, with f(u,v) = (cosusinv, sinusin v, cosv),
g:(0,21) x (0,7) = S?,  with ¢(@, ) = (— cos@sin @, cos 7, sin G sin v).

We have seen that f is injective and so is a bijection onto its range.

(a) Find the range U of f and the range V of g.

(b) Determine f~!(z,y,2) and g~ '(z,vy, 2), where (z,y,2) € S*.

(c) Show that the set of functions {(U, 1), (V, g™ ')} forms an atlas for S? and
equips S? with a differentiable structure.

Let M™ be a topological manifold and let D(M) be the collection of atlases on M
that equip M with a differentiable structure. Prove that the relation of compati-
bility is an equivalence relation. [Recall that two atlases A and B are compatible
when AUB € D(M).]

Let M™ be a topological manifold and let D(M) be the collection of atlases on
M that equip M with a differentiable structure. Consider the partial order of
containment C on D(M). Show that every chain (totally ordered subsets) of
D(M) has an upper bound. Use Zorn’s Lemma to conclude that (D(M), C) has
maximal elements. [Some authors reserve the expression differentiable structure
for these maximal elements in D(M).]
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M

yofoxz !

Figure 3.7: Differentiable map between manifolds.

3.2 Differentiable Maps between Manifolds

From a purely set-theoretic perspective, it is easy to define functions between man-
ifolds. Since differentiable manifolds are topological manifolds to begin with, we
can discuss continuous functions between manifolds just as we do in the context
of topology. However, a differential structure on a manifold expressed by a spe-
cific atlas, allows us to make sense of the notion of differentiable maps between
manifolds.

Definition 3.2.1. Let M™ and N™ be differentiable (respectively, C*, smooth,
analytic) manifolds. A continuous function f : M™ — N™ is said to be differentiable
(respectively, C*, smooth, analytic) if for any chart y : V — R™ on N and for any
chart x : U — R™ on M, the map

yofoxt:z(UNfHV)) CR™ — y(V)CR" (3.2)

is a differentiable (respectively, C*, smooth, analytic) function. (See Figure 3.7.)
We denote by C*(M™, N™) the set of C*-differentiable maps from M to N.

In the above definition, the domain and codomain of y o f o 27! may seem

complicated, but they are the natural ones for this composition of functions.

It follows from this definition that a function between two manifolds cannot
have a stronger differentiability property than do the manifolds themselves. (See
Exercise 3.2.9.) In particular, if M and N are C*-differentiable manifolds, we cannot
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discuss functions of class C**1 or higher between them. Restricting attention to
smooth manifolds, removes this concern.

In linear algebra, we do not care about all functions between vector spaces but
only linear transformations because, in an intuitive sense, linear transformations
“preserve the structure” of vector spaces. Furthermore, two vector spaces V and W
are considered the same (isomorphic) if there exists a bijective linear transformation
between the two. In the same way, in the category of differentiable manifolds where
we only consider differentiable (or perhaps C* or smooth) maps between manifolds,
we consider two manifolds the same if they are diffeomorphic.

Definition 3.2.2. Let M and N be two differentiable manifolds. A diffeomorphism
(respectively, C* diffeomorphism) between M and N is a bijective function F :
M — N such that F is differentiable (respectively, C*¥) and F~! is differentiable
(respectively, C*). If a diffeomorphism exists between M and N, we say that M
and N are diffeomorphic.

Example 3.2.3. Consider the projection map 7 : S? — RP? that identifies antipo-
dal points on the unit sphere

m(x,y,2) = (x:y:2)

for any (z,y,2) € S%. For S?, we use the atlas {7y, 75} as presented in Exam-
ple 3.1.4, and for RP?, we use the atlas in Example 3.1.6, namely, ¢; : U; — R? for
0<i< 2, with

do(zo : 1 : T) = <”’°1 “) b1(wo : w1 : w2) = <““"0 “) (3.3)

Ty g 1 T
and  ¢o(x0: 21 @2) = (3307 xl) . (3.4)
T2 T2
For each pairing of coordinate charts we have
2u 2v u? +0% -1
i o = ¢ : :
¢2071’O7TN (U,U) ¢Z(u2+v2+1 w102+ 1 u2—|—v2—|—1)

and

21 20 1—u?—?
i “Ha,v) = ¢ : : .
diomoms (4,9) ¢Z(u2+172+1 uw? + 0% +1 a2+@2+1)

For example,
2,2
1 v ouf+vt—1
ormomy (u,v)=—, ————— |,
bo N () ( " 90 )
with domain {(u,v) € R*|u # 0}. In all six cases, the resulting functions are
differentiable on their domains and in fact smooth. This shows that the projection

map 7 : 2 — RP? is smooth.
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Example 3.2.4. Similar to the real projective space RP", we can also define the
complex projective space CP" as follows. Define the relation ~ on nonzero (n+ 1)-
tuples in C"*! by (z0,21,...,2,) ~ (wo,wy,...,w,) if and only if there exists
nonzero A € C such that w; = Az; for 0 < ¢ < n. This relation is an equivalence
relation, and the complex projective space CP" is the set of equivalence classes,
written as CP" = (C"*! — {(0,...,0)}) / ~ in the notation of quotient sets. We
write (2o : 21 : -+ : z,) for the equivalence class of (20, 21,...,2n).

The stereographic projection my of the sphere onto the plane sets up a homeo-
morphism A : CP! — S? defined by

h(Z Z): W&l(zl/ZO), ifZ();éO,
0 (0,0,1), if 20 =0.

Note that if zp # 0, then there is a unique 2’ such that (zg : 21) = (1, 2’), namely,
2! = z1/2p, and that if zg = 0, then (2o : z1) = (0 : 2) for all z # 0. Therefore, one
sometimes says that CP' is the complex plane C with a “point at infinity,” where
this point at infinity corresponds to the class of (0 : z1). The function A is a bijection
that maps the point at infinity to the north pole of the sphere, but we leave it as
an exercise for the reader to verify that this function is indeed a homeomorphism.

Complex analysis studies holomorphic (i.e., analytic) functions. This notion is
tantamount to differentiable in the complex variable. Any holomorphic function
f: C — C defines a map py : S> — S? by identifying R? with C and

(q) = 7r1f,1 ofomn(q) ifq+#(0,0,1)
PrY=19(0,0,1) itg=(0,0,1)"
(That py must send (0,0,1) to (0,0, 1) follows from a theorem in complex analysis,
namely Liouville’s Theorem.)

Consider S? as a differentiable manifold with atlas {mx, 75}, with coordinates
(u,v) and (u,?) respectively, as described in Example 3.1.4. It is interesting to
notice that, according to Example 3.1.4, the change-of-coordinates map mg o 71';,1
corresponds to z + 1/z over C — {0}, where z is the complex conjugate of z.

Take for example f(z) = 22. The associated function p¢ leaves (0,0, —1) and
(0,0,1) fixed and acts in a nonobvious manner on S?. According to Definition
3.2.1, in order to verify the differentiability of py as a function S — S, we need to
determine explicitly the four combinations

(mn or mg) o pyo (mn or mg) !

and show that they are differentiable on their appropriate domains.

Setting z = u + iv, we have z? = (u? — v?) + (2uv)i. Since we are using the
stereographic projection from the north pole to define ps in the first place, we have
TN opsomy (u,v) = (u? —v?, 2uv). Determining the other three combinations, we



82

3. Differentiable Manifolds

find that

TN OpjoO w&l(u, v) = (u? — v, 2uw),

_ 1 L ou?—? 2uv

roopr oy o) = (L )
A 200

TNOPfOTg (’lL,’U) - ((ﬂ2+172)27 (a2+@2)2)7

Tsopyomy (4,0) = (a* — v, 2u0).

It is not hard to show that, with f(z) = 22, the corresponding natural domains of
these four functions are R%, R? — {(0,0)}, R — {(0,0)}, and R%. Then it is an easy
check that all these functions are differentiable on their domain and, hence, that py
is a differentiable function from S? to S2.

Since R is a one-dimensional manifold, if M is a differentiable manifold, we can
discuss whether a real-valued function f : M — R is differentiable by testing it
against Definition 3.2.1. Suppose also that p is a point of M and that z : U — R™
is a coordinate chart of a neighborhood of p. Then fox~! is a differentiable function
from the open set z(U) in R™ to R. Then we define the partial derivative of f at
p in the z? coordinate as

Of | aet O(foz™h)
oz’ v - ozt

(3.5)

z(p)

The notation on the left-hand side is defined by the partial derivative on the right-
hand side, which is taken in the usual multivariable calculus sense.

The notion of a differentiable map between differentiable manifolds also allows
us to easily define what we mean by a curve on a manifold.

Definition 3.2.5. Let M be a differentiable manifold. A differentiable curve on
M is a differentiable function v : (a,b) — M, where the interval (a, b) is understood
as a one-dimensional manifold with the differential structure inherited from R. A
closed differentiable curve on M is a differentiable function v : S — M, where S!
is the circle manifold.

PROBLEMS

3.2.1. Consider the antipodal identification map described in Example 3.2.3. Explicitly
write out all six functions ¢; o f o 7r;]1 and ¢; o fomwg'. Prove that each one is
differentiable on its natural domain.

3.2.2. In Example 3.2.4, with f(z) = 2%, consider points on the unit sphere S? with
coordinates (x,y,2) € R®. Express p; on S* — {(0,0,1)} in terms of (z,y,2)-
coordinates by calculating w&l o fomn(z,y,2).
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3.2.3. Consider the torus 72 in R® parametrized by
X (u,v) = ((2 + cosv) cosu, (2 + cosv) sinu, sinv)
for (u,v) € [0,27]?. Consider the Gauss map of the torus n : T2 — S? that sends
each point of the torus to its outward unit normal vector as an element of S?. Using

the stereographic projection of the sphere, explicitly show that this Gauss map is
differentiable.

3.2.4. Consider the torus T parametrized in the same way as in the previous exercise.
The function X, restricted to (0, 27?)2, gives a homeomorphism

(a) Prove that the function X, restricted to (0,27)?, gives a homeomorphism
between an open subset of this torus and an open square in R?. Define
o1 =X"1

(b) Show that if we defined ¢, as the inverse of (u,v) = X (u+ 3,v+ %) over
(0,27)2, and ¢3 as the inverse of (u,v) = X (u+ m,v -+ m) over (0,27)?,
then {¢1, o, #3} is an atlas for the torus T2. Show that no subset of this
atlas is also an atlas of T2.

(c) Define f:T? — S? in reference to the ¢; chart as
f(u,v) = (cosusinv, sinusinv, cosv).
Show that f is well-defined and can be continued continuously over all of
T,
(d) Use the stereographic projection atlas {mx,ms} of S* to calculate df,, for
(y1,y2) =7n o fogr '
3.2.5. Consider the (unit) sphere given with the atlas defined by stereographic projection

A = {rn,7s} as in Example 3.1.4. Consider the function f : S* — R given by
f(z,y,z) = z in terms of Cartesian coordinates.

(a) Show that for points in the sphere in the coordinate chart of mn, a formula
for the partial derivatives of f is

af _ 4u and af _ 4v
Ou  (u2 402 4 1)2 v (u?+v24+1)2

(b) Writing the coordinates on the ms chart as (@, ), find a formula for the

of of

partial derivatives B and 35 over the coordinate chart mg.
U v

(c) Explain in what sense these partial derivatives are equal over S?, with the
poles {(0,0,1), (0,0, —1)} removed. [Hint: Use the chain rule and the Jaco-
bian matrix from Equation (3.22).]

3.2.6. Consider the function f : RP?® — RP? defined by

2
. . . — . 2 . 2 x]‘
flxo:xi @2 x3) = [ woxs — w122 : 25 — 10z122 : x3C08 | 5¥—F5—F5—— .

z3 + a3 4 23 + 23
Prove that f is a well-defined function. Prove also that f is a differentiable map.

3.2.7. Consider the 3-sphere described by S* = {(z1, z2) € C?||21|*+|22|*> = 1}. Consider
the function h : S* — S? defined by h(z1, z2) = (21 : z2) where we identify S? with
CP! as in Example 3.2.4. (This function is called the Hopf map.)
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(a) Suppose that z1 = x2 +iy1 and z2 = x2 + iy2. Find an explicit formulation
of h(xlv Y2,x2, yQ)

(b) Prove that this function is a smooth map S* — S2. [Hint: Use atlases based
on stereographic projection.]

3.2.8. Let f: R™™ — {0} — R™" — {0} be a differentiable map. Let d € Z, and suppose
that f is such that f(\z) = Af(z) for all A\ € R—{0} and all z € R""! —{0}. Such
a map is said to be homogeneous of degree d. For any = € R**' — {0}, denote by
T the corresponding equivalence class in RP*. Show that the map F : RP® — RP™
defined by F(z) = f(z) is well defined and differentiable.

3.2.9. Let f : M™ — N™ be differentiable map between differentiable manifolds. Let
(Ur,z) and (Uz,Z) be overlapping coordinate charts on M and let (V4,y) and
(Va,7) be overlapping coordinate charts on N. Since we can write

—=—1

gofox '=(joy o(yofoa)o(xoz ),

show why in order for a function f : M — N to be of class C*, both manifolds
must be C*-differentiable manifolds.

3.3 Tangent Spaces

In the local theory of regular surfaces S C R3, the tangent plane plays a particularly
important role. We define the first fundamental form on the tangent plane as the
restriction of the dot product in R? to the tangent. From the coefficients of the first
fundamental form, one obtains all the concepts of intrinsic geometry, which include
angles between curves, areas of regions, Gaussian curvature, geodesics, and even the
Euler characteristic (see references to intrinsic geometry in [5]). The definition of a
real differentiable manifold, however, makes no reference to an ambient Euclidean
space, so we cannot imitate the theory of surfaces in R? to define a tangent space
to a manifold as a vector subspace of some R".

From a physical perspective, we often think of a tangent vector to a surface
S C R? as the velocity vector at p of some curve on S through p. We understand
this velocity vector to be an element in R3. Since we define manifolds without
reference to an ambient Euclidean space, simply imagining the notion of a tangent
vector poses serious conceptual challenges.

The reader can anticipate that to circumvent this difficulty, we must take a
step in the direction of abstraction. We identify a tangent vector as a directional
derivative at a point p of a real-valued function on a manifold M. Furthermore,
since we cannot use vectors in an ambient Euclidean space to describe the notion
of direction, we use curves on M through p to provide a notion of direction. The
following construction makes this precise.

Definition 3.3.1. Let M™ be a differentiable manifold and let p be a point on M.
Let € > 0, and let v : (—e,e) — M be a differentiable curve on M with v(0) = p.
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For any real-valued differentiable f defined on some neighborhood of p, we define
the directional derivative of f along v at p to be the number

Dy(f) = —(F(x()] _ . (3.6)

The operator D, is called the tangent vector to «y at p.

If v1 and 7- are two curves satisfying the conditions in the above definition,
then D, = D., if these operators have the same value at p for all differentiable
functions defined in open neighborhoods of p.

Note that f o~ is a function (—&,e) — R, so the derivative in Equation (3.6) is
taken in the usual sense. It is also interesting to observe that the above definition
does not explicitly refer to any particular chart on U. However, in order to calculate
D, (f) it may be necessary to refer to a chart around p.

The above definition of a tangent vector may initially come as a source of mental
discomfort since it presents tangent vectors as operators instead of as the geometric
objects with which we are used to working. However, any tangent vector (defined
in the classical sense) to a regular surface S in R® naturally defines a directional
derivative of a function S — R so Definition 3.3.1 generalizes the usual notion of a
tangent vector (see [5, Section 5.2]).

As the name “tangent vector” suggests, the set of all tangent vectors forms a
vector space, a fact that we show now.

Let U be an open neighborhood of p in M. Call C*(U, R) the set (vector space)
of all differentiable functions from U to R. A priori, the set of tangent vectors D,
at p on M is a subset of all operators W = {C*(U,R) — R}. By the differentiation
properties

D.(f+g) = D(f)+ D4(g) and D (cf) = cDy(f),

so D, is a linear transformation from C'(U,R) to R. For readers who are familiar
with the dual of a vector space, this latter result shows that D, is in the dual vector
space C1(U,R)*. (We discuss the dual of a vector space in Section 4.1.) We would
like to show that the set of tangent vectors is a subspace of C*(U,R)*, i.e., closed
under addition and scalar multiplication.

Let v : (—¢,e) — M be a differentiable curve with v(0) = p. If we define
~1(t) = v(at), where a is some real number, then using the usual chain rule for any
differentiable function f € C*(U,R), we have

d d

W) = S| =a »
This shows that the set of tangent vectors is closed under scalar multiplication.

In order to prove that the set of tangent vectors is closed under addition, we

make reference to a coordinate chart x : U — R™, where U is an open neighborhood

of p. Without loss of generality, we assume that z(p) = (0,0,...,0). We rewrite
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the composition foy = fox toz o~y where zo~y: (—¢,e) - R™ and fox~!:

z(U) C R™ — R. By the chain rule in multivariable analysis, Theorem (1.3.3), we
have

D,(f) = 2 (FGON| _

= L(foawor(n)
= d(f o x M )gd(w 0

t=0
Mo

where we evaluate d(f o z™1) at 0 = (0,0,...,0) because z(p) = 0.
Let o and 8 be two differentiable curves on M such that «(0) = 5(0) = p. Over
the intersection of the domains of o and 3, define the curve ~ by

3(t) = 27 (w0 alt) + 2 0 A1),
Note that 7(0) = 2z~ (z(a(0)) + z(8(0))) = 2~ *(0+0) = 2~ *(0) = p. Furthermore,
for any function f: U — R, we have
Da(f) + Ds(f) = d(f o™ )od(z 0 a)|e=o + d(f 0 27" )gd(z 0 B)|i=0
=d(fo x_l)a(d(x oa)|i=0 +d(z o ﬁ)‘t:o)
=d(fox Ngd(zoa+zop
= Dy(f)-

Thus, the set of tangent vectors is closed under addition. This brings us in a position
to prove the following foundational fact.

o

Proposition 3.3.2. Let M be a differentiable manifold of dimension m, and let
p be a point of M. The set of all tangent vectors to M at p is a vector space
of dimension m with basis {90/0z'|i = 1,...,m}, where (x',22,...,2™) are the
coordinates on some chart around p.

Definition 3.3.3. The vector space of tangent vectors is called the tangent space
of M at p and is denoted by T, M.

Proof of Proposition 3.3.2. The prior discussion has shown that the set T,M is a
vector space. It remains to be shown that it has dimension m.

Let x : U — R™ be a system of local coordinates at p. Write z(q) = (z(q),.. .,
2™ (q)), and define the coordinate line curve v; : (—¢,e) — M by v;(t) = 271(0,...,0,
t,0,...,0) where the ¢t occurs in the ith place. Then

af
ox?

d
Dm(f) = %(fox_l(ow'wofﬁaov'"a0)>‘t:0 =

p

according to the notation given in Equation (3.5). We can therefore write, as

0

operators, D,, = —
ox*

P
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For any differentiable curve v on M with v(0) = p, we can then write in coor-
dinates z o y(t) = (v1(t),...,7™(t)), where 7 = x%(y(t)). Then

D)= & fou (a0, 0] g

d
_ i of | dv
i—1 6$Z p dt

This presents the operator D., as a linear combination of the operators 0/ aa:i|p.

=0

It is also a trivial matter to show that for 1 < i < m, the operators 8/8xi|p are

linearly independent. Consequently, they form a basis of T, M, which proves that
dim T, M = m. O

Because the operators d/0z° occur so often in the theory of manifolds, one often
uses an abbreviated notation. Whenever the coordinate system is understood by

context, where one uses x = (x',...,2") or another letter, we write
def 0
! ozt (37)

whose explicit meaning is given by Equation (3.5). This notation shortens the
standard partial derivative notation and makes it easier to write it in inline formulas.

From our definition of tangent vectors, if the manifold is of class C? we can give
an alternate characterization of the tangent space T, M.

Definition 3.3.4. A function from X : C'(M,R) — R is called a derivation of
CY(M,R) at p if it satisfies

1. Linearity: X (af +bg) = aX(f)+ bX(g) for all f,g € C}(U,R) and a,b € R;

2. Leibniz’s rule: X(fg) = X(f)g(p) + f(p)X(g) for all f,g € C1(U,R).

Note that C*(M,R) is an algebra that is, a vector space equipped a “multipli-
cation” operation that is bilinear over the vector space. So, if k£ > 1, a derivation

on C*(M,R) at p is a linear transformation from the algebra of C*(M,R) to R,
satisfying additionally what is tantamount to a product rule.

Proposition 3.3.5. Let X be derivation of C*(M,R) at p and f a constant function
on M. Then X(f)=0.

Proof. (Left as an exercise for the reader.) O

Theorem 3.3.6. Let M™ be a C-differentiable manifold. The tangent space T, M
is the set of derivations of C*(M,R) at p.

Proof. We have already seen that every tangent vector is derivation so T}, M is vector
subspace of the set of derivations of C?(M,R) at p.
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Conversely, let X be a derivation of C1(M,R) at p. Let U be a coordinate
neighborhood of p with coordinates z = (a!,22,...,2™) and suppose that the
coordinates of p are z(p) = (a',a?,...,a™). Without loss of generality, suppose
that x(U) is an open ball in R™ with radius z(p). Fori =1,...,m, let X (z*) = v".

By Theorem 1.3.8, for any function f € C%(M,R), setting
ci = 0f/0x'(p) = O(fox™ 1) /02"

the first-order Taylor series of f at p is

(_7:’

foa Nwr,ma,. . am) = (foa )@ + Y e’ —a)
i=1
+zm:(9iOfl)(xl,xzww%m)(xi —a"),

i=1

where g; € CY(U,R) with (g; o 271)(@) = 0. Since g; are of class C'!, we can take a
derivation of it. Then by linearity and the Leibniz rule,

X(f) = X(f(p) + Z(X(Ci)(wi —a') +¢i(X(2') - X(a"))
+ ZX(gi)(xi —a')lp + gi(p)(X(a") — X(a")).

Then by Proposition 3.3.5 and the assumption that X (x%) = v?,
X(f) = Zcivi + Z(X(gi)() +0v') = Z civ'.
i=1 i=1 i=1

Thus X = v'0; + 0205 + - - + v™0,,. Since 0; € T,(M), we deduce that the set of
derivations of C%(M,R) at p is also a subspace of T,M. The result follows. O

Example 3.3.7 (Tangent Space of R™). We consider the tangent space for the
manifold R™ itself. We assume the standard differential structure.

Let p be a point in R™, and let v = (vy,...,v,) be a vector. Consider the line
traced out by the curve y(t) = p + tv. We wish to find the coordinates of the
tangent vector D. with respect to the standard basis of T, M, namely, {9/9z} or,
according to the notation of Equation (3.7), {9;}. For any real function f defined
over a neighborhood of p, we have

U
P

d n
D’Y(f):%f(pl +tvy, ..., pn +toy) :Z of

t=0 4~ Ozt
i=1

So with respect to the basis {9/9z"}, the coordinates of D., are (v1,...,v,). There-
fore, at each p € R", the map v — D, sets up an isomorphism between the vector
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spaces R"™ and T,(R™) by identifying 9; with the ith standard basis vector. It is
common to abuse the notation and view the tangent space T,,(R"™) as equal to R™.
Note that if ¥ is a unit vector, the D, is equal to the directional derivative
operator in the direction of 7.
More generally, for any differentiable curve v : (—e,e) — R™ with v(0) = p, we
have

D5 =Y 2| o)

— ot P

Hence, as an operator, we can write

Dy = Z% 8371

which illustrates D, as a vector with the same components of the usual velocity
vector 7/ (0) given Wlth respect to the basis {9/0xz"}.

7

Example 3.3.8 (Regular Surfaces). Let S be a regular surface in R3. In Chapter
5 of [5], the authors define the tangent plane to S at p as the subspace of R3
consisting of all vectors 4/(0), where «(t) is a curve on S with v(0) = p. The
correspondence 7' (0) <+ D, identifies the tangent space for regular surfaces with the
tangent space of manifolds as defined above. This shows that the present definition
directly generalizes the previous definition as a subspace of the ambient space R™.

In multivariable calculus, one shows that given a parametrization X:VCcR2-
R3 of a coordinate patch of a regular surface, if p = X(uo, vp), then a basis for T,,S
is

{Xu(UQ, Uo), Xi, (Uo, 1}0)}.

The definition of the tangent plane given in calculus meshes with Definition 3.3.1
and Proposition 3.3.2 in the following way. A tangent vector in the classical sense,
=/

w € T, M, is a vector such that & = ¥'(o), where ¥(t) is a curve on S with ¥(¢) = p.
Write () = X (au(t)), with a(to) = (uo,vo). Writing a(t) = (u(t),v(t)), we have

@ = ' (to) X (uo, vo) + v/ (to) X (w0, vo).- (3.8)
Now the corresponding coordinate chart z on S in the language of manifolds

is the inverse of the parametrization # = X ! defined over U = X(V) C S. The
tangent vector (in the phrasing of Definition 3.3.1) associated to « at p is

Do) = UG, = HEE @), = 5o @),
=u (to)a*f (to)gf ) (3.9)
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where the partial derivatives g—f‘ and ?’ are in the sense of Equation (3.5). We
U lp Vlp

can write as operators

0 0
DV = u/(to)%‘p —+ ’U/(t())—

— ‘p. (3.10)

Therefore, we see that the correspondence between the definition of the tangent
space for manifolds and the definition for tangent spaces to regular surfaces in R?

o 0
identifies X, (ug,vo) with —f
ou

Obviously, the bases for T, M described in Proposition 3.3.2 are dependent on
the coordinate charts. The following proposition shows how to change coordinates.

and similarly for the v-coordinate.
P

Proposition 3.3.9. Let M™ be a differentiable manifold; let (U1, 1) and (Us, ¢2)
be overlapping coordinate charts; and let p € Uy N Us. Denote by (z%) the co-
ordinates of ¢1 and by (Z7) the coordinates of ¢o Let B = {01,0s,...,0,} and
B = {01,0a,...,0,} be the two bases for T,M defined by Proposition 3.5.2 with
respect to the coordinate systems (where by 0; we mean 0/0%7). The coordinate
change matriz from B to B coordinates on T,M is d(¢2 o qbl_l), the differential of
the transition function. In other words, for all X € T,M, if

1 _

v 0]
2 2 ) n o7 .
Xls=| . and [X]|g=| . |,then ¥/ = &,
: : —~ Ox'
v" "
Proof. (Left as an exercise for the reader.) O

PROBLEMS

3.3.1. Let M be a differentiable manifold. Let p € M and let X € T, M. Prove that if f
is a constant function, then X (f) = 0.

3.3.2. Prove Proposition 3.3.9.

3.3.3. Consider RP? with the usual atlas {bo, 1, P2}. Let (u1,u2) be coordinates cor-
responding to ¢o and (vi,v2) coordinates corresponding to ¢1. Let p € Uy N Us.
Calculate the change of coordinate matrix on Tp(RP?) from u-coordinates to v-
coordinates.

3.3.4. Let M be a differentiable manifold. A class C* (resp. smooth) function element on
M is a pair (f,U) where U is an open subset of M and f: U — R that is of class
C* (resp. smooth). Recall that we cannot discuss functions of class C* unless M
is a C*-differentiable manifold. Given a point p € M, define the relation = on the
set of function elements with (f,U) = (g,V) whenever p € U NV and there is a
neighborhood W of p in U NV such that f|lw = g|w, i.e., the restrictions of f and
g to W are equal as functions.
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(a) Fix a k and a point p € M. Prove that = is an equivalence relation. [The
equivalence class [(f,U)] of some element (f,U), where p € U is called a
germ at p. The set of all germs at p of class C* functions is denoted by
Cp(M,R)]

(b) Prove that the following addition and scalar multiplication

def

(FUN+1(g: V)] = [(f+9,UNV)] and  (f,U)] = [(cf,U)]

are well-defined and make CJ; (M, R) into a vector space.
(c) Prove that the multiplication on CF(M,R)

[(£,ON][(g. V)] € [(fg,UN V)]

is associative, has an identity, and distributes over the addition. [This makes
C¥(M,R) into an associative algebra.]

(d) Let~y:(—e,e) = M beacurve on M with v(0) = p. Prove that D ([(f,U)]) =
D, f is well-defined, i.e., that if (f,U) = (g, V), then D, f = D,g.

3.4 The Differential of a Differentiable Map

Having established the notion of a tangent space to a differentiable manifold at a
point, we are in a position to define the differential of a differentiable map f : M —
N. Recall that in multivariable real analysis, we call a function F' : R™ — R"
differentiable at a point p € R™ if there exists an n X m matrix A such that

F(7+h) = F() + Ah + R(h),

where R(h) is a continuous function defined around 0 such that ||R(R)||/||k] — 0
as ||h|| = 0. We refer to the matrix A as the differential dFy. Surprisingly, given
our definition of the tangent space to a manifold, there exists a more natural way
to define the differential.

Definition 3.4.1. Let F': M™ — N™ be a differentiable map between differentiable
manifolds. We define the differential of F at p € M as the linear transformation
between vector spaces

de : TpM — Tp(p)]\/v7
D’Y — DFO'y-

The differential dF}, is also denoted by F, with p is understood by context. If
X € T, M, then F,(X) is also called the push-forward of X by F'.

From this definition, it is not immediately obvious that dF), is linear, but, as the
following proposition shows, we can give an equivalent definition of the differential
that makes it easy to show that the differential is linear. Figure 3.8 depicts the
differential of a map between manifolds.
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(p)

T,M Trp) N

dF,

Figure 3.8: The differential of a map between manifolds.

Proposition 3.4.2. Let F' : M — N be a differentiable map between manifolds.
Then at each p € M, the function F, = dF}, satisfies

F.(X)(9) = X(go F)

for every vector X € T,M and every function g from N into R defined in a neigh-
borhood of F(p). Furthermore, F, is linear.

Proof. Let X € T,M, with X = D, for some curve v on M with v(0) = p. For all
real-valued function g defined in a neighborhood of F(p) on N,

F.(X)(9) = dFp(Dy)(9) = Droy(9)
_d
=

To show linearity, let X,Y € T,M and a,b € R. Then

goFov)(t)p=Dw(goF)=X(goF>-

F.(aX +bY)(g) = aX(go F) + bY (g0 F) = aF.(X)(g) + bF.(Y)(g),
which shows that F, is linear. O

Note that this definition is independent of any coordinate system near p or
F(p). However, given specific coordinate charts z : U — R™ and y : V — R"™ whose
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domains are, respectively, neighborhoods of p in M and F(p) in N, with F(U) C V,
we can define a matrix that represents dF,. Set v; as the coordinate line for the
variable 2 in the chart z. In the usual basis of T),M, we have

9
oz’

However, for any smooth function g : N — R,

F*(D’Ui):F*< ):DFOW'

89 d yj OFowy)
DFO'Y Z 8y] - 3y o (3‘11)
N~ 99 (R o F) dy
CHoy (; oxt  dt li=0 )’ (3.12)

where 7' = 2 o v. Therefore, in terms of these coordinate patches, the matrix for
F, with respect to the standard bases {9/0z'} on T,M and {8/dy’} on Tp(,) N is

5] = (527,

by which we explicitly mean

with 1<i<m, and1<j<mn, (3.13)

OFJ
oz’ »

dof O(y7 o Fox™!
= % . (3.14)
z(p)

Example 3.4.3 (Curves on a Manifold). We used the notion of a curve on a
manifold to define tangent vectors in the first place. However, we can now restate
the notion of a curve on a manifold as a differentiable map v : I — M, where I
is an open interval of R and M is a differentiable manifold. The tangent vector
D., € T, ,)M to the curve v can be understood as

D, :’7*<£

Matching with notation from calculus courses, this tangent vector is sometimes
denoted as 7/(tp). Then this tangent vector acts on differentiable functions f :

M — R by
)(f):d(fdzv)

Example 3.4.4 (Gauss Map). Consider a regular oriented surface S in R3 with
orientation n : S — S2. (Recall from calculus that the orientation is a choice of a
unit normal vector to S at each point such that n : S — S? is a continuous function.)
In the local theory of surfaces, the function n is often called the Gauss map. The
differential of the Gauss map plays a central role in the differential geometry of

t ) (3.15)

(o)1) =7 (5

(3.16)

to
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surfaces. In that context, we define the differential of the Gauss map dn,, at a point
p € S in the following way.

A parametrization X (u,v) of a coordinate patch U around p amounts to the
inverse X = 27! of a chart z : U — R2, Similarly, on S?, the parametrization
N = no X is the inverse of a chart y on S? of a neighborhood of n(p). Since
N :U — R3 is a unit vector, by the comments in Section 2.2, we know that ]\7u
and N, are perpendicular to N and hence are in the tangent space 1,,S. Hence, we
often identify 7,8 = Ty, (S?). Let X(t) = X(@(t)) be any curve on the surface
such that X (0) = p. Then dn, is the transformation on 7,5 that sends a tangent
vector X'(0) € T,(S) to %(N(&(t)))‘

Via the association of 7/(0) — D., between the classical and the modern def-
inition of the tangent space, we see that the classical definition of the differential
of the Gauss map is precisely Definition 3.4.1. (Note that Figure 3.8 specifically
illustrates the differential of the Gauss map.)

Over some neighborhood of n(p), the function N : z(U) — S? gives a parametriza-
tion of a coordinate neighborhood of n(p) on S?. Write the coordinate functions

as z(q) = (z1(¢), z2(q)) and similarly for y. Then the associated bases on 7,5 and
Tn(p) (SQ) are

{%7 %} identified as {Xu,)zv} and
1’ Ox

a 0 L
{ain 87212} identified as {N,,, N, }.
Thus, with respect to the coordinate charts x and y as described here, the matrix
for dn,, is

[dny] = (d5), where N, = G}X1 + affg,

where by X;, we mean 90X /dz%. It is not hard to show that

1 1 -1
ap ay\ _ _ (911 912 Ly1 Lo 317
(a% a%) (921 922> <L21 L22> ’ (3.17)
where g;; = f(} X jand L;; = )?ij -N. In classical differential geometry, this matrix
equation for the coefficients aé is called the Weingarten equations. Equation (3.17)

is written as
n
i 2: ik
aj - g Lk]a
k=1

where g% are the components of the inverse matrix (gx;) "

Corollary 3.4.5 (The Chain Rule). Let M, N, and S be differentiable manifolds,
and consider F': M — N and G : N — S to be differentiable maps between them.
Then

(GoF),=G,oF,.
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More specifically, at every point p € M,
d(Go F), =dGpg) odF, .

Proof. By Proposition 3.4.2, for all functions h from a neighborhood of G(F'(p)) on
S to R and for all X € T, M, we have

(GoF)(X)(h) =X(hoGoF) = (F.(X))(hoQ)
= (G.(F(X)))(h) = (G 0o F)(X)(h). O

Definition 3.4.1 for the differential avoids referring to any coordinate neighbor-
hood on M. In contrast to the matrix for the differential introduced in Chapter 1,
the matrix for the differential df,, of maps between manifolds depends on the co-
ordinate charts used around p and f(p), according to Equations (3.13) and (3.14).
We can, however, say the following about how the matrix of the differential changes
under coordinate changes.

Proposition 3.4.6. Let f: M — N be a differentiable map between differentiable
manifolds. Let x = (z1,...,2™) and z = (z',...,Z™) be two coordinate systems in
a neighborhood of p, and let y = (y',...,y") and § = (y',...,§") be two coordinate
systems in a neighborhood of f(p). Let [df,] be the matriz for df, associated to the
x- and y- coordinate systems and let [df,)] be the matriz of the differential of f but

expressed in T-coordinates in the domain and y-coordinates in the codomain. Then

. oy’ ozk
] = (8yi f(p))[dfp](ﬁ p)'
Proof. (The proof is left as an exercise for the reader.) O

PROBLEMS

3.4.1. Let F' : R™ — R" be a linear transformation. Show that under the identification
of T,(R¥) with R¥ as described in Example 3.3.7, F. is identified with F.

3.4.2. Consider a differentiable manifold M™ and a real-valued, differentiable function

h: M™ — R. Apply Proposition 3.4.2 to show that h.(X) corresponds to the

differential operator
d

dt
on functions g : R — R, where we assume we use the variable ¢ on R.

h.(X) = X(h)

3.4.3. Let T? be the torus given as a subset of R® with a parametrization
X (u,v) = ((2 + cosv) cosu, (2 + cosv) sinu,sinv).
Consider the sphere S? given as a subset of R®, and use the stereographic atlas
{mn,ms} as the coordinate patches of S?. Consider the map f : T? — S® defined
by

T
T = —.
]|

Explicitly calculate the matrix of the differential df,, with p given in terms of
(u,v)-coordinates for (u,v) € (0,27)? and using the stercographic atlas on the
sphere.
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3.4.4.

3.4.5.

3.4.6.

3.4.7.

3.4.8.

Let S* be the 3-sphere given in R* by §* = {u € R* : |lu|| = 1}, and let S* be the
unit sphere in R3, where we use coordinates (x1,z2,z3). Consider the Hopf map
h:S? — S? given by

h(ut, uz,us, usa) = (2(u1uQ + uzus), 2(urus — ugus), (ui 4+ u3) — (u3 + ui))
(Note: the description of h is equivalent to the one given in Problem 3.2.7.)

(a) Show that this map indeed surjects S* onto S

(b) Show that the preimage h~'(q) of any point g € S? is a circle on S*. [Using
the notation of 3.2.7, show that h™*(1 : z2) is the circle in C* parametrized
by v(t) = (Re™, Rz2e™) with R = 1/4/1 + |22|2 and h™'(0 : 1) is the circle
in |C? parametrized by (0,e™).]

(¢) For a coordinate patch of your choice on S® and also on S?, calculate the
differential dh, for points p on S3.

Consider the map F : RP? — RP? defined by
Flz:y:z:w)= (" -9 ayz — 20w’ + 2° : 2% + 2y2° — 6y°2 — w®).

This function is homogeneous, and the result of Problem 3.2.8 ensures that this
map is differentiable. Let p = (1:2: —1: 3) € RP5.

(a) After choosing standard coordinate neighborhoods of RP® and RP? that
contain, respectively, p and F(p), calculate the matrix of dF}, with respect
to these coordinate neighborhoods.

(b) Choose a different pair of coordinate neighborhoods for p and F(p) and
repeat the above calculation.

(¢) Explain how these two matrices are related.

Let f : U — R be a function of class C? over an open set U C R2. Use the
coordinates (u, v) that arise from the parametrization of the graph by (u, v, f(u,v)).
Define n : M — S? to be the function that returns that upward pointing unit
normal vector of M, as a subset of R®.

(a) Find the matrix of dn, for an arbitrary point p € M where we use the atlas
{mn,7s} for charts on S2.

(b) Find the matrix of dn, for an arbitrary point p € M where we use the inverse
of the parametrization N (u,v) as a coordinate chart for the image set n(U)
in §2.

Example 3.1.6 shows that if we give R3 the coordinates (zo,z1,22), there is a
natural surjection f : R® — {(0,0,0)} — RP? via 7(xo,z1,22) = (xo : x1,22).
Consider the unit sphere S? (centered at the origin), and consider the map g :
S? — RP? given as the restriction of f to S?. Using the oriented atlas on the
sphere given in Example 3.7.3 and the coordinate patches for RP? as described in
Example 3.1.6, give the matrix for dg, between the north pole patch mn and Up.
Do the same between the north pole patch and Ui and explicitly verify Proposition
3.4.6.

Prove Proposition 3.4.6.
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Figure 3.9: Open subsets in a half-space of R2.

3.4.9. Let M; and M> be two differentiable manifolds, and consider their product manifold
My x My. Call m; : My X Ms — M; for ¢ = 1,2 the projection maps. Show that
for all points p1 € M; and p2 € Mz, the linear transformation

S T(P1,P2)(M1 X MQ) — Tp, M1 & Ty, Mo,
X s (m12(X), 720 (X))

is an isomorphism.

3.5 Manifolds with Boundaries

Despite the flexibility of the definition of a differentiable manifold, it does not allow
for a boundary. In many applications, it is useful to have the notion of a manifold
with a boundary. This notion relies on the concept of a Euclidean half-space.

Definition 3.5.1. Let @ be a unit vector in R, i.e., @ € S™. The half-space Hz is
H; ={Ze€R"|Z-d > 0}.
The boundary of the half-space is 0Hz; = {Z € R" | ¥ - a = 0}.

Note that for distinct unit vectors @ and 57 the half-spaces Hz and Hj are not
equal.

Since the topology on Hj is the subset topology inherited from R™, a set is open
in Hg if and only if it is equal to U N Hz for some open set U C R™. Figure 3.9
depicts a Euclidean half-space of of R? along with two open subsets. One open set
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arises as an open square which is already a subset of Hz and so does not include any
point of its boundary. The other open set arises as the intersection of an open disk
with Hz. This intersection includes the segment along dHgz, the line perpendicular
to a.

Definition 3.5.2. A differentiable n-manifold M with boundary has the same def-
inition as in Definition 3.1.3 except that the ranges for the charts are open subsets
of a half-space H of R™. The boundary of the manifold, written OM, is the set of
points p such that in some coordinate chart ¢ : U — H, where H is a half-space,
o(p) € OH.

The most commonly used Euclidean half-spaces in R™ are the upper half-space
and the lower half-space, defined respectively as

RY = {(z1,72,...,2,) € R" |2, > 0} = H,...0,1)
R™ = {(21,72,...,2,) € R" |2, <0} = Ho,...0,—1)-

For any unit vector @, define the projection function 7z : Hz — 0Hgz as
7ma(Z) =& — proj; & = & — (@ - ¥)d. (3.18)

Since 0Hjy is a (n—1)-dimensional subspace of R”, assigning coordinates to elements
of OHjz gives an isomorphism (and homeomorphism) between R"~! and dHj.

Proposition 3.5.3. Let M be a differentiable (respectively, C*, smooth, analytic)
n-manifold with boundary. Its boundary OM is a differentiable (respectively, C*,
smooth, analytic) (n — 1)-manifold without boundary.

Proof. Let A = {dq4 }acr be an atlas for M. Let I’ be the subset of the indexing set
I such that the domain of ¢, contains points of 9M. For a € I’ with ¢, : Uy, — H
for some half-space H, we consider the projection 7w : H — 0H as a mapping into
R™ 1L,

By definition, the restricted function v, = (7 o ¢O‘)|6M is a bijection. It is
continuous, as the restriction of the composition of two continuous maps. The
projection function 7 is an open function, so maps open sets to open sets. Hence,
since ¢! is continuous and maps open sets to open sets, then so does t,. This
shows that 1, is a homeomorphism from U, N M to its image.

Furthermore, the domains of v, for a € I’ cover OM.

Finally, consider two overlapping charts ¢ : Uy — Hgz and ¢g : Ug — Hj with
a, 8 € I'. Consider the transition function

Yo o'(/)ﬁ_l :ﬂao(gbaogbgl) 0775_1 17Tg°¢a(UaﬂU/3) — ﬂﬁo(éB(UaﬁUﬁ)'

Then 7Tl-?1 : M0 0a(Ua NUp) — ¢a(Ua N Up) is a smooth injection and w5 :
$a(Us NUg) — R is a smooth projection. Hence, the differentiability class of
g © wﬁ’l is the same as the differentiability class of ¢, o (/)gl.

This shows that the collection A" = {14 }acr equips OM with the same differ-
ential (respectively, C* or smooth) structure as M. O
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Example 3.5.4 (Closed Interval). Let M = [a,b] be a closed and bounded real
interval. Define ¢; : [a,b) — Ry by ¢1(z) = 2 —a and ¢2 : (a,b] = R_ as
¢2(Z) = T — b. The set {¢1, p2} equips [a, b] with the structure of a manifold with
boundary. Note that the boundary M = {a,b} is a discrete manifold, consisting
of exactly two points.

Example 3.5.5 (Closed Ball). Example 3.1.5 inspires a relatively easy way to equip
the closed unit ball B® = {(x,y,2) € R3 |22 4+ y% + 22 < 1} with the structure of a
manifold with boundary. Consider first the function ¢; : B3 N {(x,y,2) € R*|z >
0} — R3 defined by

¢1(xayaz) = (:c,y, \Y 1—a? 7y2 72)'

We can visualize in Figure 3.3 the domain of this function as the portion of the
closed ball inside the dome corresponding to X(l). Since z < /1 — 22 — y2 in the
domain of ¢q, then the codomain of ¢; is Ri‘ Furthermore, ¢1(x,y,2) € 8R3_
if and only if \/1 — 22 —y2 — z = 0, which is precisely the portion of the unit
sphere in {(x,y,2) € R¥| 2z > 0}. It is easy to see that ¢; is continuous and also a
homeomorphism with its image.

We can create in a similar manner charts @2, ¢3, ¢4, ¢5, and ¢g corresponding
to X(2)7 X(g), )((4)7 X(5)7 and X(ﬁ)

As constructed, the union of the domains of ¢; for i = 1,2,...,6 is not all of B?
but only B3 —{(0,0,0)}. To remedy this situation, it suffices to enlarge the domains
of at least one of the ¢; functions to include (0,0,0). For example, using as the
domain of ¢; as the set

U =Bn{(x,y,2) eR¥ |22 +¢y* + (2 —1)* < 2}

suffices. The open set U; in B? includes the same portion of the manifold’s boundary
as the open set B3 N {(x,y,2) € R?|z > 0}, but also includes (0,0, 0).

We leave it as an exercise for the reader to show that the transition functions
between coordinate charts are differentiable. Therefore, the atlas {¢1, ¢2,..., 6},
equips the closed ball B3 with the structure of a manifold with boundary. The
boundary 0B? is the unit sphere S2.

Example 3.5.6. As an example Q,f a manifold with boundary, consider the half-
torus in R? given as the image of X : [0, 7] x [0, 27] — R3, with

X(u,v) = ((2 + cosv) cosu, (2 + cosv) sinu, sinv).
The image of X is a half-torus M with y > 0, which, to conform to Definition 3.5.2,

is easily covered by four coordinate patches. The boundary OM is the manifold
consisting of two connected components:

R+={($,y,2)|($+2)2+22:1,yZO},
R_={(z,y,2)| (z —2)*+ 22 =1,y =0}.
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We leave it as an exercise for the reader to decide on precise patches that make this
half-torus into a manifold with boundary. (See Exercise 3.5.2.)

Since manifolds with boundaries are topological spaces, the concept of a con-
tinuous map between them is still the same as Definition A.2.26. Furthermore, the
concept of a continuous or differentiable map between manifolds with or without
boundaries remains essentially the same the original Definition 3.2.1 but with one
clarification.

Let f: M™ — N™ be a continuous function from a manifold M with boundary
to any other manifold. Deciding the limit or the differentiability of f a point p € M
that is not on the boundary M is the same as always. However, suppose that
p € OM, with (U, z) where x has for codomain a half-space of R"™, a coordinate
neighborhood of p, where H is a half-space of R™, and (V,y) a coordinate neigh-
borhood of f(p). Then the function yo f o2~ described in Definition 3.2.1 has the
domain z(U N f~1(V)), which is an open subset of a half-space H. Since p € OM,
then z(p) € OH. In order to decide on the differentiability of y o f o z~! at z(p),
we only consider the condition and the limit in Definition 1.2.14 for h such that
z(p) + h € H. This is a restricted limit, which generalizes a one-sided limit from
calculus of a single variable.

The concept of a manifold with boundary, allows us to generalize the notion of
a curve on a manifold.

Definition 3.5.7. A differentiable curve on a manifold M, possibly with boundary,
is a differentiable function v : J — M, where J is any interval of the real line and
is understood as a one-dimensional manifold, possibly with boundary.

This definition allows for curves with endpoints on a manifold.

Since curves on manifolds served an essential role in defining the tangent space
to a manifold at a point, curves with endpoints help us define the tangent space
to a manifold with boundary M at any point p, even if p € M. We now restate
Definition 3.3.1 to accommodate manifolds with boundary.

Definition 3.5.8. Let M™ be a differentiable manifold (possibly with boundary)
and let p be a point on M. Let J be some interval of R containing 0 and let v : J —
M be a differentiable curve on M with v(0) = p. For any real-valued differentiable
f defined on some neighborhood of p, we define the directional derivative of f along
~ at p to be the number

Dy(f) = L)) (319)

t=0

where this derivative is understood as a one-sided derivative, if 0 is an endpoint of
the interval J. The operator D, is called the tangent vector to v at p.

Though this definition adds nothing new for points p € M that are not on the
boundary M, including curves with endpoints allows us to consider curves whose
endpoints are on the boundary.
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Figure 3.10: Tangent vectors to point on the boundary.

Figure 3.10 depicts a manifold with boundary M, specifically a half sphere, along
with a curve 7y : [-1,0] — M such that (0) = p. The figure illustrates what occurs
in regular calculus, visualizing a tangent vector as a vector in R3. However, even in
this context, the tangent vector 4/(0) must be understood as a one-side derivative,
namely,

F(0)= T +((8) —(0))

It is not surprising then that in the more abstract setting of manifolds with bound-
ary, (3.19) should involve a one-sided derivative.

Section 3.3 showed that the set of tangent vectors to a manifold M at a point p
is a vector space.

It takes a little more work to show that set of tangent vectors to M at p, even
when p € OM, is a vector space. For example, showing that the set of tangent
vectors is closed under scalar multiplication breaks into two cases. Suppose that
e > 0 and that v : [—¢,0] = M is a curve on M with v(0) = p. Then if a € Ry,
defining vy : [—¢/a,0] = M by 71 (t) = v(at) will give D,, = D,. However, if
a € R_, defining v, : [0,e/a] — M by 72(t) = v(t) leads to D,, = D,. The issue
here is that we needed to change the domain of 75 when a < 0. However, combining
cases, we see that the set of tangent vectors is closed under scalar multiplication.

We leave as an exercise for the reader the technical details for the following
proposition.

Proposition 3.5.9. Let M be a manifold with boundary OM and suppose that
p € OM. The set of tangent vectors to M at p forms a vector space.

As with manifolds without boundary, we call the set of tangent vectors to M at
p the tangent space to M at p and denote it by T, M.
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With the notions developed in this section, Definition 3.4.1 for the differential
of a map between manifolds does not need to change for the generalized context of
manifolds with boundary.

PROBLEMS

3.5.1. Explicitly show that the solid ball B™ = {(21,...,2,) € R™ |z} + - 422 <1}isa
smooth n-manifold with boundary and show that its boundary is the sphere S™*.

3.5.2. Referring to the parametrization X(u,v) in Example 3.5.6, give four coordinate
patches that equip the half-torus with the structure of a manifold with boundary.

3.5.3. Prove that all the transition functions in Example 3.5.5 are differentiable.

3.5.4. This exercise shows how to equip the closed ball B® = {(x,y,2) € R*|2® + y* +

22 < 1} with the structure of a manifold with boundary in a manner inspired
by stereographic projection. Let N = (0,0,1) and define the function Iy : B —
{N} — R3 as follows. Forall A € B3—{N}, let B be the intersection of the line AN
with the unit sphere S®. The TIn(A) = (7n(B),\) where 7x is the stereographic

projection as in Example 3.1.4 and where as vectors BA = ABN.
(a) Calculate Iy(z,y, 2z) explicitly.

(b) Show that the third component of IIx(z,y,z) is equal to 0 if and only if
(z,y,2) €S* = {N}.

(c) Show that Ty is a homeomorphism between B* — {N} and {(z,y,2) €
R*|0<z <1}

(a,9,w) =1IIg o H;,l(u7 v, w), show that

R )

w2+v2+w w4+ v24dw w2+ +w
and deduce that IIg o H;\,l is differentiable on its domain.

[These steps show that the atlas {IIy, s} equips B* with the structure of a dif-
ferentiable manifold with boundary.]

3.5.5. Show that if M is a compact manifold, then so is @M. [Hint: See Definition A.2.51.]
3.5.6. Modify the approach in Section 3.3 to prove Proposition 3.5.9.

3.6 Immersions, Submersions, and Submanifolds

The linear transformation F,, which is implicitly local to p, and the associated
matrix [dF,] allow us to discuss the relation of one manifold to another. A number
of different situations occur frequently enough to warrant their own terminologies.

Definition 3.6.1. Let F : M — N be a differentiable map between differentiable
manifolds.
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Figure 3.11: Double cone. Figure 3.12: Enneper’s surface.

1. If F is an injection at all points p € M, then F' is called an immersion.
2. If F, is a surjection at all points p € M, then F is called a submersion.

3. If F is an immersion and one-to-one, then the pair (M, F) is called a subman-
ifold of N.

4. If (M, F) is a submanifold and F': M — F(M) is a homeomorphism for the
topology on F(M) induced from N, then F' is called an embedding and F (M)
is called an embedded submanifold.

It is important to give examples of the above four situations. Clearly, every
embedded submanifold is a submanifold and every submanifold is an immersion.
In fact, in the theory of differentiable manifolds, it is only in the context of Def-
inition 3.6.1 that we can discuss how a manifold “sits” in an ambient Euclidean
space by considering a differentiable function f : M — R™, where R" is viewed as
a manifold with its usual differential structure.

These three categories represent different situations that we addressed when
studying regular surfaces in R3. The cylinder S' xR is a differentiable manifold. We
can consider the double cone in Figure 3.11 as the image of a map f:S' x R — R3
given by

flu,v) = (veosu,vsinu,v),
where we use u as an angle. We note that

—vsinu cosu
[df] = | vcosu sinu
0 1
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Figure 3.13: Not a homeomorphism.

Clearly, at all points (u,0) € S! x R, the differential dfy is not injective. Thus, the
cone is not an immersion in R3.
Enneper’s surface (see Figure 3.12) is the locus of the parametrization

—

3 3
X (u,v) = (u - % +uv?, v — % +vu?, u? — v2) for (u,v) € R2. (3.20)

Enneper’s surface can be considered a differentiable map of X : R2 — R3. It is not
hard to check (Exercise 3.6.1) that according to Definition 3.6.1, Enneper’s surface
is an immersion, but because X is not one-to-one, the surface is not a submanifold.
(In Figure 3.12, the locus of self-intersection of the parametrized surface is indicated
in thick black or thick white.)

To illustrate the idea of a submanifold that is not an embedded submanifold,
consider the ribbon surface in Figure 3.13. We can consider this surface to be a
function between manifolds in the following sense. Consider the two-dimensional
manifold without boundary M = (0,5) x (0,1) with the natural product topology
and differential structure inherited from R2. Then the ribbon surface can be viewed
as the image of a differentiable map f : (0,5) x (0,1) — R3 between manifolds.
One of the (open) ends of the ribbon comes arbitrarily close to the surface of the
ribbon (“touching” but not intersecting). The pair (M, f) is a submanifold but not
an embedded submanifold because, as Figure 3.13 shows, open sets on M might
not be open sets on f(M) with the topology induced from R3. Note that no open
set V of R? around f(p) can intersect f(M) in to obtain the set f(U), where U is
the open neighborhood around p that is depicted by a darker gray circle.

Some authors (usually out of sympathy for their readers) introduce the theory of
“manifolds in R™.” By this we mean manifolds that are embedded submanifolds of
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R™. Though not as general as Definition 3.6.1, that approach has some merit as it
more closely mirrors Definition 3.1.1 for regular surfaces in R®. However, our current
approach is more general. Admittedly, it might seem strange to call a differentiable
map a submanifold, but, as the above examples show, this tactic generalizes the
various situations of interest for subsets of R3. Furthermore, this approach again
removes the dependence on an ambient Euclidean space. Consequently, it is not at
all strange to discuss submanifolds of RP" or any other space of interest.

We now wish to discuss specifically embedded submanifolds of a differentiable
manifold since they occupy an important role in subsequent sections and allow us
to quickly determine certain classes of manifolds.

Proposition 3.6.2. Let M™ be a differentiable manifold. An open subset S of M
is an embedded submanifold of dimension m.

Proof. Let {¢; : U; — R™},icr be the atlas of M. Equip S with the atlas {¢;]s}ier-
The inclusion map ¢ : S — M is a one-to-one immersion. The topology of S is
induced from M, so S, with the given atlas, is an embedded submanifold of M. O

Example 3.6.3. Consider the set M, «, of n X n matrices with real coefficients.
We can equip M, x, with a Euclidean topology by identifying M, «, with R
In particular, M, «, is a differentiable manifold. Consider the subset GL,(R) of
invertible matrices in M, «,. We claim that, with the topology induced from M,, xy,
GL,,(R) is an embedded submanifold. We can see this by the fact that an n x n
matrix A is invertible if and only if det A # 0. However, the function det : M, x,, —
R is continuous, and therefore,

GL,(R) = det "*(R — {0})
is an open subset of M,,. Proposition 3.6.2 proves the claim.

The proof of Proposition 3.6.2 is deceptively simple. If S C M, though the
inclusion map ¢ : S — M is obviously one-to-one, one cannot use it to show that
any subset is an embedded submanifold. Consider the subset S of R? defined by
the equation 32 — 2% = 0 (see Figure 3.14). The issue is that in order to view S as
a manifold, we must equip it with an atlas. In this case, the atlas of R? consists of
one coordinate chart, the identity map. The restriction of the identity map id|g is
not a homeomorphism into an open subset of R or R? so cannot serve as a chart.
In fact, if we put any atlas {¢;} of coordinate charts on S, the inclusion ¢ : S — R?
is such that ¢ o ¢; will be some regular reparametrization of ¢ — (t2,t3), i.e.,

Lo gi(t) = (9(t)% 9(t)°),

_ [ 29(t)g'(t)
el = (o)

where ¢'(t) # 0. Hence,
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Y2 —2®=0

Figure 3.14: Not an embedded submanifold of R2.

and thus di; fails to be an immersion at the point where g(¢) = 0, which corresponds
to (0,0) € S, the cusp of the curve.

Having a clear definition of the differential of a function between manifolds, we
can now imitate Definition 1.4.1 to give a definition for regular points and for critical
points of functions between manifolds.

Definition 3.6.4. Let f : M™ — N" be a differentiable map between differentiable
manifolds. Then any point p € M is called a critical point if rank(f,) < min(m,n),
i.e., dfy is not of maximal rank. If p is a critical point, then the image f(p) is called
a critical value. Furthermore, any element ¢ € N that is not a critical value is called
a regular value (even if g ¢ f(M)).

We remind the reader that this definition for critical point directly generalizes all
the previous definitions for critical points of functions (see the discussion following
Definition 1.4.1). The only novelty here from the discussion in Chapter 1 was to
adapt the definition for functions from R™ to R™ to functions between manifolds.

Our main point in introducing the above definition is to introduce the Regular
Value Theorem. A direct generalization to a similar theorem for regular surfaces (see
Proposition 5.2.13 in [5]), the Regular Value Theorem provides a class of examples
of manifolds for which it would otherwise take a considerable amount of work to
verify that these sets are indeed manifolds. However, we need a few supporting
theorems first.

Theorem 3.6.5. Let f: M™ — N™ be a differentiable function between differen-
tiable manifolds, and assume that df, is injective. Then there exist charts ¢ around
p and ¥ around f(p) that are compatible with the respective differential structures
on M and N and such that f =1 o fo¢~' corresponds to the standard inclusion

(1., Zm) —> (1, .., T, 0,...,0)

of R™ into R™.
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Proof. Let ¢ and ¥ be charts on M and N, respectively, for neighborhoods of p
and f(p). If necessary, translate ¢ and 1 so that ¢(p) and ¥(f(p)) correspond to
the origin 0. Then, with respect to these charts, as matrices [df], = [df]5, so dfg
is injective by assumption. The image of the linear transformation df5 : R™ — R”
is a subspace of R™. Thus, by a rotation in R™ (applied to the chart ), we can
assume that Im(dfy) is {(z1,...,2m,0,...,0) € R"}.

We wish to change coordinates on R™ via some diffeomorphism h : R” — R"
that would make f the standard inclusion. We view R™ as R™ x R"™™ and define
the function h : R® — R" by

h(z,y) = (f(x)) +(0,...,0,y) = (v o f(z),y), (3.21)

where 7 is the orthogonal projection of R™ onto the subspace of its first m-dimensional
components. Note that the differential of h at 0 is dhg = df; @ id or, as matrices,

ang) = (19,0 ).

In—m

Since d fﬁ is injective, we see that dhg is invertible.

Now, by the Inverse Function Theorem (Theorem 1.4.5), there exists some open
neighborhood V' of 0, such that h is injective on V, h(V) is open, and the inverse
function h~! exists and is differentiable. Thus, h is a diffeomorphism between open
neighborhoods of the origin in R™. We reparametrize the neighborhood of f(p) with
the chart h=! o 9. By Equation (3.21), replacing v with 1’ = h=! o 1) leads to an
atlas that is compatible with the atlas on N. Furthermore, by construction, the
new f satisfies

fla)y=y¢ ofop ™ (x)=h""o f(x) = (x,0,...,0)
as desired. O

The functional relationship discussed in the above proof is often depicted using
the following diagram:

M’H’L N'IL
¢ (G
R™ R™

We say that the diagram is commutative if, when one takes different directed paths
from one node to another, the different compositions of the corresponding functions
are equal. In this simple case, to say that the above diagram is commutative means
that

pof=foo.
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These kinds of diagrams are often used in algebra and in geometry as a schematic
to represent the kind of relationship illustrated by Figure 3.7.

Theorem 3.6.5 offers a strategy to prove a number of theorems about embedded
submanifolds. We mention a few of these here and leave some others for the reader
to prove.

Corollary 3.6.6. Let M™ be a differentiable manifold, and let S C M. The subset
S is an embedded submanifold of M of dimension k if and only if, for all p € S,
there is a coordinate neighborhood (U, ¢) of p compatible with the atlas on M such
that

HUNS)={(z', ..., 2% " . 2™ e p(U)|aF T =... = 2™ = 0).

Proof. The implication (=) follows immediately from Theorem 3.6.5.

For the converse (<), assume that for all p € S, there is a coordinate neighbor-
hood (U, ¢) in M compatible with the atlas of M satisfying the condition for UNS.
We cover S with a collection of such open sets {U, N S}aer. Let 7 : R™ — RF
be the projection that ignores the last m — k variables. Then on each coordinate
neighborhood, 1, = T o ¢o : Uy NS — RF is a coordinate chart for S. Since
Go : Us = ¢o(Us) is a homeomorphism and since

o (UaNS) C {(zt, ... ,a¥ F Tt 2™y e R™|2h T = ... = g™ =0},

then 7 o ¢, is a homeomorphism onto its image. By definition, ¢z 0 ¢! is differen-
tiable for any pair of indices  and 8. However, ¢got;t = mo(dgogp ?) |]Rk' and so
is differentiable as well. Consequently, {(U, NS, 14 )}aer forms an atlas on S that
gives S the structure of a differentiable manifold. Furthermore, the inclusion map
satisfies all the requirements of an embedded submanifold. O

The following theorem is similar to Theorem 3.6.5 but applies to local submer-
sions.

Theorem 3.6.7. Let f: M™ — N" be a differentiable map such that f, : T,M —
TN is onto. Then there are charts ¢ at p and ¢ at f(p) compatible with the
differentiable structures on M and N such that

Yof=mog,
where 7 is the standard projection of R™ onto R™ by ignoring the last m—n variables.

Proof. (The proof mimics the proof of Theorem 3.6.5 and is left to the reader.) O

Theorem 3.6.8 (Regular Value Theorem). Suppose that m > n, let f : M™ — N™
be a differentiable map, and let q be a regular value of f. Then f~1(q) is an embedded
submanifold of M of dimension m — n.
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Proof. Since m > n and q is a regular value, then for all p € f~1(q), df, has rank
n.

We first prove that the set of points p € M, where rankdf, = n is an open
subset of M. Let {(Uy, ¢«)} be an atlas for M. For all «, define g, : U, — R, with
ga(p) as the sum of squares of all n x n minors of [df,]. Note that there are (")
minors in [dfy,] and that, for all a,, each function g, is well defined on the coordinate
patch U,. The functions g, need not induce a well defined function g : M — R.
(We would need ga|v.nv, = 9slu.nu, for all pairs (o, 3).) The equation g, (p) =0
holds if and only if all the maximal minors of [df,] are 0, which is equivalent to
rank df,. However, rank df,, is independent of any coordinate system, so regardless
of choices made in the construction of of g,, we have g;*(0) N Uz = ggl(O) NU,.

Define V,, = g5 (R — {0}). Since each g, is continuous, V,, is open and the set

V:UVa

acl

is an open subset of M. By construction, V' is precisely the set of points in which
rankdf, = n. Since V is open in M, by Proposition 3.6.2, V is an embedded
submanifold of dimension m.

We consider now the differentiable map f|yy : V. — N. Let p € f~1(q). By
construction of V, the differential df, is surjective for all p € V. Applying Theorem
3.6.7, we can assume that there is a coordinate chart (U, ¢) of p with coordinates
(x',...,2™) and a chart ¥ of ¢ such that ¢ o f = 7 o ¢, where 7 is the projection
of R™ onto R™ by ignoring the last m — n coordinates. Furthermore, by taking
a translation if necessary, we can assume that ¢(q) = (0,0,...,0). Consequently,
¥(q) = 7o ¢(p) and, so in coordinates,

U nU ={(2',...,a™ 2™ a™) 2! = = 2" = 0}.

By Corollary 3.6.6, f~!(q) is an embedded submanifold of M. O

The Regular Value Theorem is also called the Regular Level Set Theorem be-
cause any subset of the form f~1(q), where ¢ € N, is called a level set of f.

Example 3.6.9 (Spheres). With the Regular Value Theorem at our disposal, it is

now easy to show that certain objects are differentiable manifolds. We consider the
sphere S™ as the subset of R**!, with

(x1)2 + (302)2 L (xn+1)2 —1.

The Euclidean spaces R**! and R are differentiable manifolds with trivial coordi-
nate charts. Consider the differentiable map f : R™*! — R defined by

fl@) = l=]*.
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In the standard coordinates, the differential of f is

2z!
22

[dfz] =

2xn+1

We note that the only critical point of f is (0,...,0) and that the only critical value
is 0. Thus, S® = f~1(1) is an embedded submanifold of R"*! and hence, S" is a
differentiable manifold in its own right when equipped with the subspace topology
of R**1. Notice that this establishes S? as an embedded submanifold of R without
reference to any charts.

PROBLEMS

3.6.1.

3.6.2.

3.6.3.

3.6.4.

3.6.5.

3.6.6.

3.6.7.

3.6.8.

3.6.9.

3.6.10.

Prove that [df](u,v) for the parametrization of Enneper’s surface in (3.20) is
injective for all (u,v) € R?. [This confirms that the parametrization of Enneper’s
surface is an immersion of R? in R? ]

Let M be a differentiable manifold, and suppose that f : M — R is a differentiable
map. Prove that if f. = 0 at all points of M, then f is constant on each connected
component of M.

Let My, x» be the set of m x n matrices. Show that the subset of M + m x n of
matrices of rank less than or equal to r is an embedded submanifold.

Show that the square as described in Example 3.1.13 is not an embedded sub-
manifold of R?.

Show that the function f : R? — R* defined by f(u,v) = (v* 4+ u + v, v + uv, v*)
is smooth and injective but is not an immersion.

Let N be an embedded submanifold of a differentiable manifold M. Prove that
at all points p € N, the space T, N is a subspace of T, M.

Let M™ be a differentiable manifold that is embedded in R™. By Exercise 3.6.6,
T,M is a subspace of T,(R"™) 2 R"™.) Let f : R®™ — R be a differentiable function
defined in a neighborhood of p € M. Show that if f is constant on M, then
fe(v) = 0 for all v € T,M. Conclude that, viewed as a vector in T,(R"), the
differential df, is perpendicular to T, M.

Let M be a differentiable manifold, and let U be an open set in M. Define
t : U — M as the inclusion map. Prove that for any p € U, the differential
t« : TpU — T, M is an isomorphism.

Let M and N be k-manifolds in R", in the sense that they are both embedded sub-
manifolds. Show that the set M U N is not necessarily an embedded submanifold
of R™. Give sufficient conditions for M U N to be a manifold.

Suppose that the defining rectangle of the Klein bottle, as illustrated in Figure 3.6

or 3.16, is [0, 27] x [0, 27]. It is a well-known fact that it is impossible to embed
the Klein bottle in R®. Show that the parametrization

X (u,v) = ((2 + cosv) cos u, (2 + cos v) sin u, sin v cos(u/2), sinvsin(v/2))
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gives an embedding of the Klein bottle in R*. (Remark: This parametrization is
similar to the standard parametrization of the torus in R® as the union of circles
traced in the normal planes of a planar circle of larger radius. A planar circle in
R* admits a normal three-space. The parametrization X is the locus of a circle
in the normal three-space that rotates in the fourth coordinate dimension by half
a twist as one travels around the circle of larger radius.)

3.6.11. Define O(n) as the set of all orthogonal n X n matrices.

(a) Prove that O(n) is a smooth manifold of dimension in(n —1).

(b) Consider the tangent space to O(n) at the identity matrix, 77(O(n)), as a
subspace of the tangent space to Mpxn (which is My, itself). Prove that
A € My xn is a tangent vector in T7(O(n)) if and only if A is skew-symmetric,
ie., AT = —A.

3.6.12. Prove Theorem 3.6.7.

3.6.13. Let M™ and N™ be embedded submanifolds of a differentiable manifold S®, and
suppose that m +n > s. Let p € M N N. We say that M and N intersect
transversally at p in S if T,M + T,N = T,S, viewed as subspaces of T,,S by
virtue of Problem 3.6.6. In this exercise, you will show that if M and N intersect
transversally at each point of M N N, then M N N is a differentiable manifold.

(a) Let p € M N N. Prove that there is a coordinate chart (U, ¢) of p and a
function f; : U — R®™™ such that U N M = f;!(0). [This also shows that
there is a coordinate chart (V,v) of p and a function fo : V. — R*™" such
that VNN = f;1(0).]

(b) Consider the function F : UNV — R°™™ x R°™" defined by F(z) =
(f1(x), fo(x)). Prove that (0,0) is a regular value.

(c) Deduce that M N N is an embedded submanifold of S.

3.7 Orientability

In the final section in this chapter we introduce the notion of orientability. We
usually first encounter this notion with the example of the Mdbius strip M. See
Figure 3.15. Consider the Mébius strip as a 2-manifold with boundary embedded in
R3, and consider trying to assign a unit normal vector to every point on the Mobius
strip in a continuous fashion. Such an assignment corresponds to a continuous
function n : M — S2. It is not hard to see that this is impossible: Once a unit
normal vector goes around the strip once, it will be pointing in the other direction.

Since manifolds do not necessarily exist in some ambient Euclidean space, we
cannot talk about unit normal vectors to generalize the notion of orientability.
The Klein bottle gives us another way of visualizing non-orientability. Consider a
curve on the Klein bottle as shown in Figure 3.16. We point out that the depicted
curve is differentiable: In this diagram for the Klein bottle, at the point p, the
“vertical” orientation changes as the curve passes through the vertical boundary of
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[ e}

Figure 3.15: M&bius strip. q

Figure 3.16: The Klein bottle.

the diagram. Attached to the curve, we show a unit tangent vector to the curve and
a unit normal as well, which form a variable frame. As we move along the curve
from left to right starting from the point a, the unit tangent and the unit normal
change continuously. As we cycle around the diagram of the Klein bottle, passing
through the vertical boundary on the right, vectors (and directions) are reflected
vertically. returning to the point a, we do not recover the frame we started with,
but one with opposite orientation. We point out the we did not have to use a this
particular frame involving a unit tangent and a unit normal to the curve, or even
an orthonormal one; this observation would remain the same with any frame.

Suppose that v(t) continuously parametrizes the curve on the Klein bottle. If
we call T'(t) and U(t) the tangent and normal vectors in this diagram, we see that
det(T'(t) U(t)), which measures the sign of the angle swept from T'(t) to U (t) is
not a continuous function; it must change sign in a discontinuous fashion. This
observation gives us another way to think about orientability without reference to
an ambient space. However, this still is not quite enough to motivate a definition.
Notice that if we had done the same construction with a vertical line connecting
the two instances of ¢ in the diagram, the same function det(T'(t) U(t)) would be
continuous along the curve.

The key to the notion of orientability that we do consider from the example of
the Klein bottle is that of variable frames on the manifold whose determinant does
not change sign.

Definition 3.7.1. Let M™ be a differentiable n-manifold equipped with an atlas
A = {Pa}tacr- Suppose that for any two charts ¢, and ¢s of the atlas A, the
Jacobian of the transition function ¢gn = ¢p o ¢, ' is positive at all points in its
domain. Then (M, .A) is called an oriented manifold.

As we saw in Proposition 3.3.9, at any point p € M the matrix of the differential
[dpsa] coordinate change matrix on T, M between the basis derived from the ¢,
coordinate charts and the basis derived from the ¢ chart. As a coordinate change
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matrix, [d¢ge] is invertible and hence, its determinant is never 0.

At present, in our development of the theory of manifolds, we do not have a
way to connect a tangent space at one point to the tangent space at some other
nearby point of the manifold. Consequently, we cannot (currently) think of the the
bases on T, M derived from the ¢, coordinates as a variable frame, since each basis
is in a different vector space. Nonetheless, the function det(dgg,) is defined over

6a(Ua NUg).

Definition 3.7.2. Let M™ be a differentiable n-manifold equipped with an atlas A.
Then M with A is called orientable if there is an atlas B on M that is compatible
with A such that M equipped with B is an oriented manifold.

Example 3.7.3. Consider Example 3.1.4 of the sphere, with the atlas A = {7y, 75}
of stereographic projection from the North and South poles. From the change of
coordinates (,7) = mg o ' (u,v) in (3.1), we find that

—u? 4+ v? 2uv
_ o(u,v) W2+ 022 (u+02)2
1 _ 9 _
det(d(’ﬂ's O,]-[-N )) - 6(u,v) - B 2’U/U U2 _ U2
(w2 +0v2)2  (u?+0?)?
C(—u +0?) (WP —0?) — duto? B 1
- (u2 4 112)4 - (u2 4 02)2'

Consequently, the atlas {7y, 7s} on S? does not equip S? with the structure of an
oriented manifold.

Consider instead the atlas B = {7y, 7Ts}, where Tg is the composition of g
with the reflection (u,v) — (u, —v) so that Ts(x,y,2) = (1—%’ —ﬁ) Tt is easy to
tell that {mn, s} is an atlas for S? that it is compatible with {7y, ms}. Thus this
atlas gives S? the same differentiable structure as the original atlas. Furthermore,
writing (@, 7) = Ts o Ty (u,v), we get

u v

U= —-—= and V= ———.
U2+’U2 U2+’U2

We easily find that the Jacobian is

u? —v? 2uv
o, 0) (w2 +v2)?  (u2402)2| _ 1
o(u,v) 2uw w? — v | (024 02)2 (3.22)

W2+ 022 (W2 1022

This shows that the atlas {mn,7Ts} gives the sphere the structure of an oriented
smooth manifold. So though (S?,.4) is not an oriented manifold, it is orientable,
and (S?, B) is an oriented manifold.
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2

e O

Figure 3.17: Sequence in the proof of Proposition 3.7.5.

In the study of surfaces in R3, an orientation of an orientable surface meant
choosing one of the two possible directions for a unit normal vector function that is
continuous over the whole surfaces. With manifolds, this notion of choice is more
subtle but still exists.

Lemma 3.7.4. Let M be a connected differentiable manifold with atlas
A = {(Us, ¢0)tacr- For any pair a,o’ € I, there exists a finite sequence o =
a1, Qz,...,0n = of indices in I such that Uy, NUq,,, #0, fori=1,2,...,n—1.

Proof. If U,NU, # (), then we are done. However, this need not be true. Let C, b
the set of indices o € I such that there exists a finite sequence a = az, as, ..., q, =
o' such that Uy, NUq,,, #0, fori=1,2,...,n — 1. Then
U=JUs and V= ] U
acC bel-C

are both open as union of open sets and U UV = M by definition of an atlas. We
claim that UNV = (. If not, if x € U NV, then there exists x € U, N Uy for some
a € Cand b € I —C'. But this is a contradiction because in this case whatever finite
sequence of indices that gave a chain of nonempty intersections from U, to U, can
be extended by one more so that b € C' and not in I — C. Since M is connected
(see Definition A.2.62), V =0 and C = I and the result follows. O

Proposition 3.7.5. Let M™ be an orientable connected differentiable manifold and
let A= {(Uq,®a)}act and B = {(Vs,v¥s)}secs be two compatible atlases on M both
of which separately make M into an oriented manifold. Then either det(d(yg o
1)) > 0 for all (o, B) € I x J or det(d(yg o ') <0 for all (o, B) € I x J such
that g o ¢ have nonempty domains.
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Proof. Let a € I be arbitrary and let 5 € J. Then, as a continuous function,
det(d(ypgo¢5 1)) is either always positive or always negative on its domain. Suppose
that det(d(ygop,t)) > 0 and let B € J. By Lemma 3.7.4, there is a finite sequence
B = p1,P2,...,Bn = ' such that V3, NV, # 0. Furthermore, because we can
think of U, as a submanifold of M, we can assume that V3, N U, # 0 for all Vg, in
the sequence. (See Figure 3.17.)

Since B equips M with an oriented differentiable manifold structure, then det(d(vg,_, o

1/)@1)) >0 foralli=1,2,...,n— 1. By the chain rule,

det(d(vp 0 b))
= det(d(vg, ovbs ) o od(Wg, oty') od(i, o ¢ "))
= det(d(vhg, o5 ) - det(d(vg, 015 )) det(d(vp o 631))
> 0.

Suppose alternatively that det(d(¢ o ¢, ")) < 0. Then the same composition holds
but the product of determinants leads to det(d(¢s o ¢5')) < 0. The result follows.
O

Definition 3.7.6. Let M™ be an orientable connected differentiable n-manifold.
Two compatible atlases A = {¢q }aer and B = {5} e are said to have equivalent
orientations if the atlas AU B also makes M an oriented manifold. An equivalence
class of oriented atlases is called an orientation.

Proposition 3.7.5 shows that on a connected differentiable maniofld there can
only be two orientations. More generally, if M is a manifold with ¢ connected
components, there are 2¢ possible orientations on M. This includes the degenerate
case of 0-manifolds that correspond to a set of points equipped with the discrete
topology. In this case, each point can have an orientation of +1 or —1.

Definition 3.7.7. Let M™ be an oriented manifold and let p € M. Any ordered
basis on T,,M is called positively oriented if its change of coordinate matrix with
(01,04, ...,0,) has positive determinant.

We now discuss how orientations on manifolds with boundary M induce orien-
tations on the boundary manifold OM. We must make a choice in how to induce an
orientation on the boundary but do so to conform with Green’s Theorem, Stokes’
Theorem, the divergence theorem, and even the fundamental theorem of calculus.
Recall that Green’s Theorem states that for a compact region R C R? with a
boundary OR that consists of a finite number of regular curves

o0F, 8F1> / o
9% 9N ga= [ F.ar,
//’R ( ox Oy oR

for any differentiable vector field F' = (Fy,Fy) on R. The integral on the right
breaks into the sum of k integrals if OR has k boundary components. Furthermore,
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Figure 3.18: Orientation of the boundary of a plane region.

we require that each boundary component be oriented so that as “someone travels
along the curve” the interior of the region is to the left. Another way to state this
choice of orientation of the boundary components is that the ordered pair of vectors
consisting of an outward pointing normal and the direction of travel along the curve
is a positive frame for R%. (See Figure 3.18.)

Let M™ be an oriented differentiable manifold with boundary. Let p € OM,
and let (U, ¢) be a coordinate neighborhood of p with coordinates (z!,22,...,2").
Recall that since p € M, the coordinate chart ¢ is a homeomorphism onto an open
subset of half-space Hz of R™. If @ = (a',a?,...,a™) € R", the tangent vector

Xz =0a'01 +a%00 + - +a" 0y,

where 9; = 8/0z", is in T,, M but not in T},(OM). We say that X is a tangent vector
that points inward from M, while — Xz is outward pointing. The induced coordi-
nate chart on OM is 7z 0 ¢ : U NOM — R"~1 with coordinates (u',u?,...,u""1).

Definition 3.7.8. Then the ordered basis (0/0u!,...,8/0u""1) of T,(OM) gives
the induced orientation on M if

0 7]
(Xd,aul,...,aun_l)

is positively oriented on T, M.

If the coordinate chart of a point on the boundary of an oriented manifold is
¢ : U — RY, ie., with @ = (0,...,0,1), then =0, = —0/0x™ is a tangent vector
that points outward from OM. The ordered basis (01, ...,0,—1) of T,(OM) gives
the induced orientation on OM if (=0, 01, ..., 0n—1) is positively oriented on T, M.

Example 3.7.9. Consider the half-torus M shown in Figure 3.19. The boundary
OM has two components. The point ¢ is a generic point in a neighborhood that
contains the boundary component where p is. If (2!, 2?) is a coordinate system in a
neighborhood of p, the boundary component that contains p is given by 2 = 0. The
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Figure 3.19: Half-torus with boundary.

figure depicts the ordered basis (01, 02) at the generic point ¢ and also the ordered
basis (—02,01) at p. Since these two bases have the same orientation (imagine
moving the standard basis at g over to p), then 9; determines the induced orientation
on OM (as opposed to —d).

For the other boundary component, the reasoning is the same except that we
must use at least one other coordinate chart (z!, %) where the boundary is given by
Z% = 0 and the portion of M that is not on M has Z2 > 0. Intuitively speaking, in
order for (z',z?) to have an orientation compatible with (!, 22?), one must switch
the direction of the basis vector /0% (from what one would obtain from moving
0/0z* over along a line of #1 =const.). We must then also switch the sign of 9/9x!
to get the equivalent 3/0z! in order to keep a positively oriented atlas. The induced
orientation on the second boundary component is shown with an arrow.

Example 3.7.10 (Closed Interval). We set a convention for use later concerning
1-manifolds. Let v : [a,b] — M be a 1-manifold with two boundary points p; = y(a)
and py = (b). Example 3.5.4 gives two coordinate charts that explicitly define [a, b]
as a manifold with boundary. If p € [a,b), then the basis on T, M with respect to
the chart ¢ is {d/dz}, while if p € (a,b], then the basis on T, M with respect to
the chart ¢o is {d/dZ}. It is easy to tell that for all p € (a,b), on T,M, we have
d/dx = d/dz. Clearly, [a,b] with the atlas {¢1, #2} is an oriented manifold.

The outward pointing vector at po is in the same orientation as d/dx, so we say
that ps is equipped with a positive orientation. In contrast, the outward pointing
vector at py is —d/dx, which is negative with respect to the induced orientation.

-1 +1
o ————— @
p1 D2

This association of —1 and +1 to the endpoints as shown above is, by convention,
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the induced orientation of v onto d-.

PROBLEMS

3.7.1.
3.7.2.
3.7.3.

3.7.4.

3.7.5.
3.7.6.
3.7.7.

Prove that a manifold that has a single chart is orientable.
Prove that every one-dimensional manifold is orientable.

Let M be a differentiable manifold of dimension 2 or greater that has an atlas of
exactly 2 charts. Prove that M is orientable.

Show that the closed ball B® equipped with the atlas {IIn,IIs} described in Exer-
cise 3.5.4 does not make B? into an oriented manifold. Modify the atlas to explicitly
show that B> is orientable. Sketch the ball and indicate with a frame in the tan-
gent plane to a point on the surface, the orientation that is induced on the surface
S? = oB>.

Prove that if M is an orientable manifold with boundary, then M is also orientable.
Show that RP? is not orientable.

Let M and N be two orientable differentiable manifolds. Show that M x N with
the product structure is an orientable manifold.



CHAPTER 4
Multilinear Algebra

Many of the objects of interest in differential geometry on manifolds are expressed
properly in the context of multilinear algebra. Consequently, this chapter introduces
linear algebraic concepts that are not commonly included in a first linear algebra
course. The underlying field for all objects outside this chapter is the set of reals R,
but this chapter introduces the concepts for an arbitrary field K of characteristic 0
(e.g., Q, R, or C).

Before jumping in, we mention our habit of notation for components associated
to certain linear algebraic objects. Let V' be a vector space over K with dim V' = n.

If B = (e1,eq,...,e,) is an ordered basis of V, the coordinates of v € V' with respect
to B are
ol
02
[U]B =1 .|, where v=uvle; +v%es+ -+ 0v",.
,U.TL

If the basis of V is understood from the problem or if we use a standard basis of
V, we write [v] It is common to abuse the notation and say that a vector is equal
to the n x 1 matrix of its coordinates but we must always be careful to understand
that components are given with respect to some basis.

If V is a vector space of dimension n and if B = {ej,ez,...,e,} and B’ =
{f1, f2,-.., fa} arve two bases, there is an n x n matrix P§ that converts the B-
coordinates of a vector to B’-coordinates. In particular, for all v € V,

s = PE[vls. (4.1)

This matrix is found by P§ = ([e1]s: [e2]s -+ [en]s). Writing the compo-
nents of Pg/ as (pé»), where i is the row index and j is the column index, and the B’
coordinate of v as (0%), we can write (4.1) as

T)i = Zpévj, (42)
j=1

119
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As we introduce constructions in multilinear algebra and refer to how the compo-
nents of objects change under a change of basis, we will refer to (4.2) repeatedly to
see appropriate generalizations.

41 Hom Space and Dual

Definition 4.1.1. Let V and W be two vector spaces over K. Denote the set of
linear transformations from V' to W by Homg (V, W), or simply Hom(V, W) if the
field K is understood by context.

We can define addition and multiplication by a K-scalar on Hom(V, W) in the
following way. If 77,75 € Hom(V, W), then T + T5 is the linear transformation
given by

(Th + T3)(v) T (v) +T1(v) for all v e V.
Also, if A € K and T € Hom(V, W), define the linear transformation A\T" by

AT)(v) ¥ \T(v)) forallveV.

These definitions lead us to the following foundational proposition.

Proposition 4.1.2. Let V and W be vector spaces over K of dimension m and
n, respectively. Then Hom(V, W) is a vector space over K, with dim Hom(V, W) =
mn.

Proof. We leave it to the reader to check that Hom(V, W) satisfies all the axioms
of a vector space over K.

To prove that dimHom(V,W) = mn, first choose an ordered basis
B = (e1,ea,...,em,) of V and an ordered basis B’ = (fi, fa,..., fn) of W. De-
fine T;; € Hom(V, W) as the linear transformations defined by

fiv lf] :kv
Tiglex) = {o ifj#k

and extended by linearity over all V. We show that the set {Tij} for1 <i<m
and 1 < j <n forms a basis of Hom(V, W).

Because of linearity, any linear transformation L € Hom(V, W) is completely
defined given the knowledge of L(e;) for all 1 < j < m. Suppose that for each j,
there exist mn constants aé in K, indexed by ¢ = 1,2,...,mand 5 = 1,2,...,n,
such that

Llej) = 3 ajfi (4.3)

Then

L= ZZ(I;TU,

i=1 j=1
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and hence, {T;;} spans Hom(V, W). Furthermore, suppose that for some constants

Cij

Z Z cijTi; = 0,

i=1 j=1

the trivial linear transformation. Then for all 1 < k < m,

chijTij(ek) =0+ Zcikfi =0.

i=1 j=1 i=1

However, since {f1, f2,..., fn} is a linearly independent set, given any k, we have
ci = 0forall 1 <1 < m. Hence, for all ¢ and j, the constants ¢;; = 0, which shows
that the linear transformations T;; are linearly independent.

We conclude that the set {T};| for 1 <i <nand 1 <j <m}, forms a basis of
Hom(V, W). Consequently, dim Hom(V, W) = mn. O

The proof of Proposition 4.1.2 provides the set of linear transformations {T;;} as

a standard basis of Hom(V, W). Furthermore, with respect to these bases, [Tw] g, =
E;;, the n x m matrices where the entries are all 0 except for a 1 in the (7, 7)th
entry.

Recall that the matrix (a}) described in (4.3), where i is the row index and j is
the column index, is called matrix representing L with respect to B and B’. Using
the notation from this chapter’s introduction, we denote this by [L} g, = (a;) A
standard result from linear algebra is that

(L] = (L)l [Llea)ls - [Llem)s)-

Clearly, the matrix that represents a linear transformation with respect to cer-
tain bases will change if the ordered bases change. Let T : V. — W be a linear
transformation. Suppose that dimV = m and dimW = n. Let A and A’ be two
bases of V, and let P = Pj‘/ be the change of coordinate matrix from A to A'.
Let B and B’ be two bases of W and let Q = Qg, be the corresponding change of
coordinate matrix from B to B’. We point out that the process of taking, say, the A
coordinates of V' is a linear transformation []4 : V — R™. With this in mind, the
following diagram depicts how the linear transformations, coordinates, and matrix
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multiplications are all related.

A
. 714 o
Ja []
P4 1% I w Qk, (4.4)
Jar [ |8
R™ R™
[T)5/

In particular, we read off the matrix relationship

T4 = QBITIAPY = QBITIA (P4) . (4.5)

")

To write this relationship as a sum similar to (4.2), we suppose that P~ = (P%),
Q = (q}), [T = (a}) and [T]3 = (a}), then

m n

aj = > dfalp;. (4.6)

i=1j=1

In the particular case of a linear transformation 7' : V — V, we always as-
sume that the same basis change occurs simultaneously on both the domain and
codomain. Hence, P = @. The relationship in (4.5) becomes

(T4 = PAITIA (PA) ™,

making [T]4 and [T]4, similar matrices, and (4.6) changes to

ag =y pkpjal. (4.7)

i=1 j=1

Though a particular case of a Hom-space, the dual to a vector space plays a
critical role in multilinear algebra. We devote the remainder of this section to the
dual space.

Definition 4.1.3. Let V be a vector space over K. The vector space Homg (V, K)
is called the dual space to V and is denoted by V*. Elements of V* are called
covectors to V.



4.1. Hom Space and Dual

123

By Proposition 4.1.2, if V is finite-dimensional, then dim V* = dim V' and, by
well-known facts from linear algebra, V and V* are isomorphic. Knowing that two
vector spaces are isomorphic may seem like there is not much difference between
them. However, the difference in how coordinates of covectors change versus how
coordinates of vectors change under a basis change is of foundational importance
with implications reaching into many areas of mathematics.

Proposition 4.1.4. If B = (ey,e3,...,e,) is an ordered basis for V', then the linear
functions e** : V — K, with 1 <i < n such that

e*(v) =v', whenever [v]g=| : |, (4.8)

form a basis of V*. In particular, dimV = dim V*.

Proof. This follows from the basis of Homg (V, W) exhibited in Proposition 4.1.2.
O

We can give an alternate characterization of the functions e**. They are linear
and satisfy the property that

i i 1 ifi=j
e (6j)§j{

0 otherwise.

This 6; symbol is called the Kronecker delta. The Kronecker delta appears repeat-
edly in multilinear algebra and represents the components of the identity matrix.

We point out that the map ¢ : V — V* that sends e; to e* for all 1 < i < n
(and that is completed by linearity) provides an explicit isomorphism between V
and V*. This isomorphism depends on the choice of ordered basis.

Definition 4.1.5. The ordered basis B* = (e*!,...,e*") is called the dual basis or
cobasis to B = (e1,e2,...,6p).

It is important to remember that each e** depends on the whole basis B. There
is no canonical (without reference to a basis of V') way to define a function v* €
Hom(V, K) in reference to a single vector v € V.

Proposition 4.1.6. Let V be a vector space with two bases A and B and sup-
pose that A\ € V* has coordinates ()\;) with respect to the dual basis A* and has
coordinates (X\;) with respect to B*. If Q = Q4 then

S\i = Z qg)‘ja
j=1

where Gl are the components of the inverse matriz Q~'.
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Proof. This is a particular case of (4.5) and (4.6). O

In the context of a dual space, it is possible to give a natural interpretation
of the transpose of a matrix. Suppose that V' and W are two vector spaces over
K and that T € Homg(V,W). There is a natural way to define an associated
linear transformation W* — V* as follows. Given a linear function g € W*, the
composition v — g(T'(v)) is an element of V*. Therefore, we call T* : W* — V*
the transformation such that T*(g) is the unique element of V* that satisfies

T*(9)(v) = 9(T (v))- (4.9)

As the composition of linear transformations, 7% is again linear, and hence, T €
Hom(W*,V*). This transformation T™* is called the dual of T.

Proposition 4.1.7. Let V and W be finite-dimensional K -vector spaces with or-
dered bases A and B, respectively. Let T : V. — W be a linear transformation. The
matriz representing the dual T™ : W* — V* with respect to the cobases B* and A*
is the transpose of the matriz representing T with respect to A and B. In other

words,
s = (i)

Proof. Suppose that A = (e1,ea,...,6,) and B = (f1, fa,..., fn), respectively, and
let A= (aé) be the matrix representing T' with respect to these bases, so that

T(e;) = Z ay fr.
k=1

For all v € V, we can write v as v = vle; + v2ey + - - + v™e,,. Then

1=1
- (Sren) = o (o Yok
i=1 i=1 k=1

= Zvl< ai‘“f*j(fk)> = ZW( aféi)
i=1 k=1 i=1 k=1

= szaf = Za{e*z(v)
i=1 =1

Thus, as covectors,



4.1. Hom Space and Dual

125

Hence, the (i, j)-entry of the matrix representing 7% with respect to B* and A* is
(a]), which is the same of the matrix representing 7', but with the role of rows and
columns reversed. The result follows. O

In the previous paragraphs, we emphasized the role of a basis in establishing an
isomorphism between V' and V*. Operations on a vector space that can be described
without reference to any particular basis are called canonical. For example, the
definition of the dual of a vector space and the definition of a dual of a linear
transformation in (4.9) are canonical definitions. On the other hand, when a vector
space V has an ordered basis B, the isomorphism ¢ : V' — V* defined in (4.8) is
not canonical.

We now consider the double-dual of V', namely the dual of V*. Given any vector
v € V, we define the co-covector A, € V** = Hom(V*, K) by

Ao(f) = £(0). (4.10)
This defines a function A : V. — V** by A(v) = A,.

Proposition 4.1.8. The function A defined by (4.10) is an injective linear transfor-
mation. Furthermore, if V is finite-dimensional, then A is a canonical isomorphism
between a vector space V' and its double dual V**.

Proof. We defined A without reference to any basis so it is canonical.
We first prove that A is a linear transformation. Let v,w € V, and let ¢ € K.
For all f € V*,

A(w+w)(f) = Aotu(f) = flv+w) = f(v) + f(w) = Ao (f) + Au (),
= A0)(f) + Aw)(f), (4.11)

so as co-covectors, A(v 4+ w) = A(v) + A(w). Similarly,

A(cv)(f) = Aev(f) = f(ev) = cf (v) = cAo(f) = cA(v)(f), (4.12)

so again, as co-covectors, A(cv) = cA(v).

Next, we show that A is injective. Let uj,us € V be vectors, and suppose
that A(u1) = A(uz). Thus, f(u1) = f(ug) for all f € Hom(V, K). Therefore,
f(uy —ug) =0 for all f € V* hence u; —ug = 0, and thus, u; = us, proving that
A is injective.

Finally, we prove that if V' is finite-dimensional, then A is an isomorphism. Since
dimW = dim W* for all finite dimensional vector spaces, we also have dimV =
dim V**. Since A is injective, by the Rank-Nullity Theorem, dim(Im A) = rank A =
dim V = dim V**. Thus A is surjective. Hence, A is an isomorphism. O

We point out that requiring V' to be finite-dimensional for V' and V** to be
canonically isomorphic is not a limitation of the above proof. There exist infinite-
dimensional vector spaces V with a basis B such that a basis of V* has a strictly
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greater cardinality than |B|. This suffices to show that V and V* and by extension
V** cannot be isomorphic.

However, the benefit of the existence of a canonical isomorphism between V' and
V** when V is finite dimensional arises especially in regards to how coordinates
change under a change of basis. Proposition 4.1.6 shows that coordinates of covec-
tors change by the inverse of the coordinate change matrix under a basis change on
V. However, since there is a canonical isomorphism between V' and V** coordinates
of co-covectors change by the regular coordinate change matrix and hence behave
as regular vectors under a basis change on V.

As the reader has hopefully noticed, it is standard to use superscripts for the
index of coordinates of a vector with respect to a basis B and to use subscripts
for the index of coordinates of a covector with respect to B*. Superscript indices
are called contravariant indices and subscript indices are called covariant indices.
Proposition 4.1.8 shows that we do not need three or worse, a countable number
of, types of index. This distinction between types of indices dovetails with our
habits of matrix notation: we write coordinates of a vector as a column matrix and
coordinates of a covector as a row matrix.

We can now introduce the Einstein summation convention, which shortens cal-
culations involving components of objects in multilinear algebra. In any expression
involving the product of components of vectors or matrices (or eventually tensors),
we will assume that we sum over any index that is repeated in the superscript and
in the subscript. For example, if 1 < j < n, then

n
a;-vj means E a;vj.
J=1

This equation shows the components of a matrix-vector multiplication, Av. Also if
(c") are real numbers and (e;) is a list of vectors, then under the Einstein summation
convention

c'e; means the linear combination c'e; + c?eg + -« - + "ey,.

As a third example, we could rewrite (4.7) using Einstein summation convention as
k ki g
Ay =g qéai
Except for summations involving 7;; in the proof of Proposition 4.1.2, we prop-
erly used superscript and subscript indices in every equation in this section so that
the summation symbol could be removed and the expression be correct using the
Einstein summation convention. Through the remainder of the book, we will use

the Einstein summation convention, and occasionally write (ESC) to remind the
reader of this convention.

We conclude this section with a brief comment about the direct sum of two
vector spaces. Though not immediately connected to the Hom-space or dual space,
we mention this construction here since some exercises involve the direct sum.
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Definition 4.1.9. Let V and W be two vector spaces over a field K. The direct
sum V @ W consists of the set V' x W equipped with operations of addition and
scalar multiplication defined as:

def
1. (vi,wr) + (vo,w2) = (v + vo, w1 + we).
2. ¢ (v,w) def (cv, cw) for all ¢c € K.

It is a simple exercise to show that V @& W is a vector space over K. In the
direct sum V @ W, the subset {(v,0)|v € V'} is a subspace isomorphic to V and the
subset {(0,w) | w € W} is a subspace isomorphic to W. By an abuse of terminology,
we will often say that V' and W are subspaces of V & W, with V and W identified
according to these natural isomorphisms.

PROBLEMS

4.1.1. Let V be a vector space with basis {e1, e2,...,en}. Clearly prove that the set of
functions {e*!,e*2 ..., e*} defined in (4.8) form a basis of V*.

4.1.2. Prove that dim(V @ W) =dimV + dim W.
4.1.3. Let U, V, and W be vector spaces over a field K. Prove that there exist canonical
(vector space) isomorphisms
Hom(U @ V,W) = Hom(U, W) @ Hom(V, W), (4.13)
Hom(U,V & W) ~ Hom(U, V) & Hom(U, W). (4.14)
4.1.4. Let Vi, Vo, W1, and Wa be vector spaces over a field K. Suppose that L : Vi — V5
and T : W1 — W3 are linear transformations with respect to given bases. Define
the function
fVieWw, - Voo W,
(v,w) — (L(v), T'(w)).
Suppose that A1, A2, Bi, and B2 are ordered bases on Vi, Vo, Wi, and Wa

respectively. Prove that the matrix of f with respect to the basis A; U B1 on
V1 @ W1 and to the basis Az U B2 on Va @ Wh is block diagonal

4.1.5. Let V and W be finite-dimensional vector spaces over a field K with dimensions
m and n, respectively, and let f : V — W be a linear transformation. Define the
linear transformation

T:- VoW VoW
(v, w) — (v, f(v) +w).
(a) Prove that the only eigenvalue of T" is 1 (with multiplicity m + n).

(b) Prove that the eigenspace of 1 is F1 = Ker f @ W, and conclude that the
geometric multiplicity of 1 is m 4+ n — rank f.

4.1.6. Let T : V — V be a linear transformation and suppose that 7" with respect
to some basis B of V, it has the matrix A = (aj). Using Einstein summation
convention, prove that a, which is the trace Tr(A) of A, is independent of the
basis.
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4.1.7.

4.1.8.

4.1.9.

4.1.10.

4.2
421

Let V be a vector space with an ordered basis B. Let v € V and let f € V*. Sup-
pose that the coordinates of v with respect to B are (v') and that the coordinates

of f with respect to B are (f;). Prove that f(v) is equal to f;v* (ESC) and show
that this quantity is independent of the basis.

Let U, V, and W be vector spaces. Prove that ¢ : Hom(U, Hom(v, W)) —
Hom(V, Hom (U, W)) defined by (T) = L, where for all u € U and for allv € V
the linear transformation L satisfies L(v)(u) = T(u)(v), is a canonical isomor-
phism.

Let V = C%[a,b],R) be the vector space of continuous real valued functions
defined on the interval [a,b]. For all f € C°([a,b],R), define A; as the covector
satisfying.

b
Ar(g) = / f(x)g(z) dx for all g € C’O([a,b},]R).

a) Prove that A : V — V™ defined by A(f) = Ay is an injective linear transfor-
f
mation.

(b) Let ¢ € [a,b] and define the evaluation at ¢ as evc(g) = g(c). Prove that
eve € V.

(c) Prove that there does not exist f € C°([a,b],R) such that Ay = evc. [This
shows that A is strictly injective.]

Let V be a vector space, and let W be a subspace. Define the relation ~ on
vectors of V' by
V] ~ Vg <= v — V2 € W.

(a) Prove that ~ is an equivalence relation.

(b) Denote by V/W the set of equivalence classes. Prove that V/W has the
structure of a vector space under the operations: [v1]+ [v2] of [v1 +v2] and
¢ [v] ef [cv].

(¢) Suppose that V is finite-dimensional. Prove that dimV/W = dimV —
dim W.

(The vector space V/W is called the quotient vector space of V with respect to

Bilinear Forms and Inner Products

Bilinear Formson V x W

Definition 4.2.1. Let V and W be vector spaces over a field K. A bilinear form
(-, on V x W is a function V x W — K such that for all v € V, w € W, and

AEK,

(v1 + v2,w) = (v, w) + (vo,w), (Av,w) = A v,w), (4.15)
(v, w1 + we) = (v,wr) + (v,wa) (v, Aw) = A{v, w). (4.16)

If V =W, then we say (-,-) is a bilinear form on V.
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We can restate this definition to say that for any fixed wg € W, the function
x — (x,we) is in V* (corresponding to (4.15)) and that for any fixed vy € V, the
function x — (vg, z) is in W* (corresponding to (4.16)).

The notation used for a bilinear form varies widely in the literature because
of the many areas in which it is used. In terms of function notation, we might
encounter the functional notation f : V x W — K or perhaps w : V x W — K for a
bilinear form and (-, -) or (-, ) for the “product” notation. If V= W, we sometimes
write the pair (V, f) to denote the vector space V' equipped with the bilinear form

I

Example 4.2.2. In elementary linear algebra, the most commonly known example
of a bilinear form on R™ is the dot product between two vectors defined in terms of
standard coordinates by

-0 = v + 02w+ + 0 w™.

The following functions R™ x R™ — R are also bilinear forms:

<

(U, )1 = viws + vowy + v3w3 - - - 4 VpWh,
(U, W) = 201wy + vowg + - -+ + VW, + V3Wy, (4.17)
(v,

Despite the variety depicted in the above example, bilinear forms on finite di-
mensional vector spaces can be completely characterized by a single matrix.

<y

<L
g

>3 = V1W2 — V2W1q.

Proposition 4.2.3. Let V and W be finite-dimensional vector spaces, with dimV =
m and dim W = n. Let (-,-) be a bilinear form on V- x W. Given ordered bases A
of V and B of W, there exists a unique m X n matriz M such that

(v, w) =[], C [w]s.

Furthermore, if A= (e1,e2,...,em) and B = (u1,us, ..., uy,), then the entries of C
are ¢ij = (e;,u;) for1<i<mand1 <j<n.

Proof. Let v € V and w € W be vectors with coordinates

vt w!
p={ | ad =
v w"
Then since (-, -) is bilinear,
(v, w) = (v'e;, wuy) = v'w (e;,u;). (ESC) (4.18)

Setting ¢;; = {(e;, u;) and the matrix C' = (¢;5), for 1 < i < m, we have {(e;, u;)w? (ESC),

which are the coordinates of C[w]. Then (4.18) shows that (v, w) = [v] T C[w], where
[v] T means the coordinates of v are written in a row vector as opposed to a column
vector. O
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Definition 4.2.4. The mn constants (c;;) described in Proposition 4.2.3 are called
the components of (-,-) with respect to the ordered bases A and B.

We emphasize that it is appropriate to use two subscript indices for (¢;;) in
light of the comments at the end of the previous section about contravariant and
covariant indices. Using the Einstein summation convention, we would write the
evaluation of (v, w) as

(v, w) = ¢;jviw.

This hints that both indices are covariant. This is the content of the following
proposition.

Example 4.2.5. Let V = R", use the standard basis, and consider the bilinear
forms in Example 4.2.2. First, note that the matrix for the dot product is just the
identity matrix

G- W=7 w=70"I,a.

For the other forms, it is easy to see that

010 0
100 0
<17,’LU>1:17T 0 0 1 0z
000 1
2 0 1
0 1 0
(T, )y =T , nj
00 1
0 1 0 0
-1.0 0 0
(T, )3 =0T ni
00 0 -0

Proposition 4.2.6. Let V and W be finite-dimensional vector spaces. Suppose
that A and A’ are ordered bases on V and that B and B’ are ordered bases on W.
Let P = Pf, be the coordinate change matriz on V. from A and A" and let Q = Q%
be the coordinate change matriz on W from B and B'. Let {(-,-) be a bilinear form
on V- x W with components (c;;) with respect to A and B and with components (¢x;)
with respect to A" and B'. Then

P ]
Ckt = Pr4pCij,

R3)

where (pi) are the components of P~' and (q;) are the components of Q1.
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Proof. (The proof is left as an exercise for the reader.) O

Definition 4.2.7. Let V and W be vector spaces over K, and let (-, ) be a bilinear
form on V' x W. Then (-,-) is called

1. nondegenerate on the left if for all nonzero v € V, there exists w € W such
that (v, w) # 0;

2. nondegenerate on the right if for all nonzero w € W, there exists v € V such
that (v, w) # 0;

3. nondegenerate if it is nondegenerate on the right and on the left.

Furthermore, the rank of (-,-) is the rank of its associated matrix with respect to
any basis on V and W.

Basic facts about the rank of a matrix imply that if a form is nondegenerate on
the left, then the number of rows of its associated matrix C' is equal to the rank
of the form. If a form is nondegenerate on the right, then the number of columns
of C' is equal to the rank of the form. Hence, a form can only be nondegenerate if
dimV =dim W.

4.2.2 Bilinear Formson V

Many applications of bilinear forms involve a bilinear form (-,-) on V.

When we consider the components of a bilinear form on V' with respect to bases,
we always assume that A = B. The components (c;;) described in Proposition 4.2.3
can be written as an n x n matrix. In Proposition 4.2.6, we also suppose that
A’ = B’ so that change of coordinate matrices are equal, P = ). Then

P
Cke = Pngcij-

The matrices of components (c¢;;) and (¢x¢) are not necessarily similar. If they
were, they would satisfy (4.7). Consequently, though we do depict the components
of a bilinear form according to Proposition 4.2.3, the matrix does not behave under
coordinate changes like a matrix that represents a linear transformation. We leave
it as an exercise for the reader to prove that

C=rPYHlopr?, (4.19)

where C' is the matrix (c;;) and C' is the matrix with components (¢x¢). Hence, C
and C are similar only if P is orthogonal.

Definition 4.2.8. A bilinear form (-,-) on a vector space V is called

1. symmetric if (y,z) = (x,y) for all z,y € V; and

2. antisymmetric (or skew-symmetric) if (y,xz) = —(z,y) for all z,y € V.
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From Proposition 4.2.3, we see that (-, -) is symmetric if and only if its component
matrix C' is symmetric, and is antisymmetric if and only if C is antisymmetric.

By way of example, referring to the three bilinear forms on R™ in Example 4.2.2,
(+,+)1 is symmetric and nondegenerate; (-, )2 is nondegenerate but neither symmet-
ric nor antisymmetric; (-, -)3 is antisymmetric and degenerate.

Proposition 4.2.10 below gives a key characterization of both symmetric and
antisymmetric bilinear forms. Its proof repeatedly uses the notion of a perpendicular
subspace.

Definition 4.2.9. Let V be a vector space with a bilinear form (-,-). If W is a
subspace of V', the set

W+ ={veV|(vuw) for all we W}
is called the (-, -)-orthogonal subspace to W.

Proposition 4.2.10. Let (-,-) be a bilinear form on a vector space V. with dimV =
n. Let I, denote the k x k identity matrix.

1. If (-,-) is symmetric, there exists a basis B relative to which the component

matric is
I, 0 0
0 -1, 0], (4.20)
0O 0 O

for some nonnegative integers p and q.

2. If (-, ) is antisymmetric, there exists a basis B relative to which the component

matric is
0 I O
~I, 0 0}. (4.21)
0 0 0
Proof. (1) It is easy to check that a symmetric form {--- ,-) satisfies
1
<v,w>:Z(<v+w,v+w>—<v—w,v—w>). (4.22)

Consequently, whenever the restriction (-, -) |W to a subspace W is not trivial, there
isaw e W with (w,w) # 0.

Suppose that (-, >‘V # 0. Then there exists ) € V with (e}, ¢}) # 0. Defining
e1 = ey /\/|(€},€e})], we have e; = (e1,e1) = +1. Let V; = Span(e;) and Wy = Vi
Then W is a subspace with V; N W; = {0}. Furthermore, for all v € V', we have
v—e¢i{v,er)er € Wy, so Vi + Wy = V. Hence, V; and W; are complementary
subspaces.

It <'7 > |W1
We then define Vo = Span(ey, e2) and Wo = Vi-. By the same reasoning as above, V5

is not trivial, then there exists some eq € W7 with e = (eg, e9) = +1.
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and W5 are complementary subspaces. We repeat this process until (-, -) restricted
to some Wy, is trivial.

Let B be an ordered basis consisting of (eq, ez, ..., ex) permuted so that all the
vectors with €; > 0 come first, followed by any basis of Wj. With respect to B, the
form has the matrix described in (4.20).

(2) Since (-,-) is antisymmetric (v,v) = 0 for all v € V. If (-,-) is not trivial
on V, there exist two linear independent vectors eq,u; such that (e;,u;) # 0. By
rescaling one of them, we can assume that (ej,u;) = 1. Define V; = Span(ey, uq).
The matrix of (-, )|y, with respect to the ordered basis (e, u1) is

0 1
-1 0/
Define Wy = Vi-. We note that V; N W; = {0}. Clearly, for all v € V,

v — (v,u1)e; + (v,e1)u; € Wy.

Thus V1 +W; =V, so since ViNW; = {0}, V7 and W7 are complementary subspaces
inV.

As in part (1), if (-,-) restricted to W7 is not trivial, then we can repeat the
procedure on Wp and construct es and wus such that {es,us) = 1, and so forth.
We repeat this until (-, -) restricted to Wy, is trivial. Then define B as the ordered
basis consisting first of (e1,...,ex, u1,...,uxr), followed by an basis of Wj. Then
the matrix of (-,-) with respect to B is (4.21). O

Three specific types of bilinear forms play important roles in this text: inner
products, symplectic forms, and Minkowski metric. Each leads to a different kind
of geometry. We mention them here together to show their similar origins.

Definition 4.2.11. Let V be a vector space over R. An inner product on V is a
bilinear form (-,-) on V that is symmetric and positive-definite, i.e., (v,v) > 0 for
all v € V — {0}. We call the pair (V, (-,-)) an inner product space.

Inner products are often introduced in elementary linear algebra courses. We
remind the reader that from any inner product space (V,(:,-)), we can generalize
geometric concepts that originally arise in connection to the dot product on R™.

o We defined the magnitude of an elements v € V' as ||v|| = 1/ (v, v).
e The Cauchy-Schwartz inequality holds: |(v,w)| < |jv]| |w|| for all v,w € V.
e The angle between two vectors is 6, satisfying 0 < 6 < 7 and

cosf = 7(1),11}) .
[[v]] {lw]]

e Two elements v and w are orthogonal to each other if (v, w) = 0.
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e We can perform Gram-Schmidt orthonormalization on V.

e If we define the function d : V xV — R29 by d(x,y) = ||z —y||, then d satisfies
the triangle inequality and is a metric on V', making (V, d) into a metric space.
(See Section A.1.)

Definition 4.2.12. Let V be a vector space over R. A symplectic form on V is a
nondegenerate, antisymmetric bilinear form.

Definition 4.2.13. Let V be a finite-dimensional vector space over R. A Minkowski
metric, sometimes called a Lorentz metric, on V' is a symmetric bilinear form for
which there exists a basis that has a component matrix of either

-1 0 0 1 0 0

0 1 0 0 -1 0
or .

0 O 1 0 O -1

42.3 Signature of a Symmetric Bilinear Form

Theorem 4.2.14 (Sylvester’s Law of Inertia). Let (-,-) be a symmetric bilinear
form on V with dimV = n. Setting r = n — (p + q), the triple of nonnegative
integers (p,q,r) arising in (4.20) is independent of the basis.

Proof. Let B = (e1,ea,...,e,) be an ordered basis of V' with respect to which the
component matrix of (-, -) is given in (4.20). The rank of (-, ), which is independent
of any basis, is p + q.

Let Vi be a subspace of V' of maximal dimension such that (,-) restricted to
V; is positive-definite. Then dimV; = p’ > p because (-, -) is positive-definite over
Span(es,...,ep). By Proposition 4.2.10, there is a basis By of V4 with respect to
which that matrix of the form is I,.

Let V3 be a subspace of V' of maximal dimension such that (-, -) restricted to V; is
is negative-definite, i.e., for all v € V5 — {0}, (v,v) < 0. Over Span(ept1,...,€pt+q);
the form is positive-definite, so dim Vo = p’ > p. By Proposition 4.2.10, there is a
basis By of V5 with respect to which that matrix of the form is —1I,.

Clearly, V1 NV, = {0} so the subspace V; + V5 has dimension p’ + ¢/. Assume
that p’ > p or ¢’ > ¢. Then with respect to By UBag, the restriction of (-,-) to V1 + V4

1S
Iy 0
0 —1I,)

which implies that the rank of (-, -) on V is greater than p+¢. This is a contradiction.
We deduce that dim V; = p and dim V5 = ¢. Since V; and V5 were defined without
reference to a basis, the theorem follows. O
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The traditional statement of Sylvester’s Law of Inertia is slightly different: If
A is a symmetric matrix and S is any invertible matrix such that D = SAST is
diagonal, then the number of negative elements in D is the same regardless of S.

Definition 4.2.15. Let (-,-) be a symmetric bilinear form on a finite-dimensional
real vector space. The triple of nonnegative integers (p, q,r) is called the signature

of (-,).

We point out the following properties and their relation to the signature (p, ¢, 7).
A symmetric bilinear form is:

e nondegenerate if and only if r = 0;
e an inner product if and only if (p,q,7) = (n,0,0).

e a Minkowski metric if (p, g, r) is either (n —1,1,0) or (1,n — 1,0).

PROBLEMS

4.2.1. Prove Proposition 4.2.6.

4.2.2. Prove Equation (4.19).

4.2.3. Prove that every inner product on a real vector space is nondegenerate.

4.2.4. Let (-,) be a bilinear form on V. Fix v € V and define i, € V™ as the element
such that i,(w) = (v,w). Let B = {e1,e2...,en} be a basis of V, and let B* =
{e*',e*? ..., e} be the cobasis of V*.

(a) Prove that ¢ : V — V™ defined by ¢ (v) = i, is a linear transformation.

(b) Prove that in coordinates [i”]B* =c7 [’U]B, where ¢;i = (ej, ex). [Comment

on notation: we think of [zv} as a column vector, whereas we think of

B
[iv] 5 as a row vector with [iy ], = ([iU]B*)T.]

(c¢) Prove that % is invertible if and only if (-, -) is nondegenerate.

[If (-,-) is an inner product, we denote i, by o" since it lowers the indices of the
components of v, i.e., turns a vector into a covector. The components of v” with
respect to B* are ¢;,v*.]

4.2.5. Let (-,-) be a nondegenerate bilinear form on V and refer to the previous exercise
for notations. Let C be the component matrix of (-,-) with respect to some basis
B. Define the function (-,-)* on V* by (i4, )" = (v, u), or in other words (n,7)* =

(i), ().
(a) Prove that (-,-)* with respect to B* is a bilinear form on V*. Prove also
that if (-,-) is an inner product, then so is (-,-)*.
(b) Prove that the component matrix of (-,-)* with respect to B* is C~*.

(¢) Define ¥y : V¥ — V** by Wy(u) = (A, u)*. Under the canonical isomor-
phism between V and V**, show that ¥;, = v for all v € V.
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4.2.6.

4.2.7.

4.2.8.

4.2.9.

4.3

[In parallel with the previous exercise, if (-,) is an inner product, we denote Wy
by A\* since it raises the indices of the components of A, i.e., turns a covector into a
vector. Writing (¢/*) as the components of C~!, the components of A with respect
to B are cjk)\k.]

Let (-,-) be a bilinear form on V. Let W be a subspace of V. Consider the
orthogonal subspace from Definition 4.2.9.
(a) Prove that W is indeed a subspace of V.

(b) Prove that W C W+ if and only if the form (-, -) restricted to W is identically
0. [When this is holds, W is called an isotropic subspace of V]

(c) Prove that if (-,-) is symmetric, then W+ N W = {0}.
(d) Prove that if (-,-) is antisymmetric, it is not necessarily true that W+nNW =

{o}.

Let V with dim V' = 2k be equipped with a symplectic form. A Lagrangian sub-
space of V is one in which Lt = L. Prove that dim L = k.

Let (-,-) be a bilinear form on V and let W, Wi and Ws be subspaces of V. Prove
the following.

(a) Wi C Wy implies Wit c Wit

(b) (Wi +Wa)™ = Wit nWs.

(c) (WhNWa)t =Wit + Wst.

(d) If {-,-) is nondegerate, then (W)* =W.
Let V be a vector space over C. An inner product (-,-) over V is a function
V x V — C that is (1) conjugate symmetric: (z,y) = (y,z) for all z,y € V; (2)
linear in the first entry; (3) positive-definite. Prove that there is a basis B of V/
with respect to which, for all x,y € V,

(wy) = 'yl + 2%y + oo 2"y

where [z]s = (') and [y]s = ().

Adjoint, Self-Adjoint, and Automorphisms

In applications of bilinear forms to geometry, linear transformations that preserve
the form play a key role.

Suppose that V' is a finite dimensional vector space and B is a basis. Let (,-)
be a nondegenerate bilinear form with component matrix C with respect to B. If
L:V — V is a linear transformation with [L]5 = A, then

(L(v),w) = (Alt]) T Clw] = [v] AT Clu].

There exists a unique linear transformation LT : V' — V such that

(L(v),w) = (v, LT(w)) for all v,w € V.
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We find the associated matrix AT of LT by remarking that if
[0]"ATClw] = [v] "C(A"[w)
for all v,w € V, then ATC = CA" as matrices. Hence,
Al =CtATC. (4.23)

Definition 4.3.1. The linear transformation L' such that (L(v),w) = (v, Lt(w))
for all v,w € V is called the adjoint operator to L with respect to (-, ).

More generally, let V' and W be vector spaces equipped with nondegenerate
bilinear forms (-,-)yv and (-, )w. Let L : V — W be a linear transformation. Then
there exists a unique linear map LT : W — V such that

(L(v), w)w = (v, LT (w))y.

We also call LT the adjoint of L with respect to these forms. If C; is the matrix
corresponding to (-,-)y and Cy is the matrix corresponding to (-, -y with respect
to specific bases on V and W, and if A is the matrix representing L, then the adjoint
matrix A" of Lt is

AT = O AT O,

Example 4.3.2. Let L : R — R™ be a linear transformation between Euclidean
spaces, with matrix A with respect to the standard bases. For all ¢, @ € R",
L(0) - % = (A7) - @ = (A?) "0 =0TATd =7 (AT ).

Therefore, the transpose AT is the matrix corresponding to the adjoint of L when
we assume R” and R™ are equipped with the usual dot product.

Proposition 4.3.3. Let V, W, and U be vector spaces equipped with nondegenerate
bilinear forms. Then the following formulas hold for the adjoint:

1. (Ly + L)t = LI + L} for all Ly, Ly € Hom(V, W).
2. (cL)l = cLt for all L € Hom(V,W) and all c € K.
3. (Lyo Ly)" = LI o L} for all Ly € Hom(V,W) and all Ly € Hom(W, U).

Proof. (Left as an exercise for the reader.) O

We are often lead to consider two particular types of linear transformations
associated to the adjoint: automorphisms with respect to the form and self-adjoint
transformations. We describe these in the following paragraphs.

Definition 4.3.4. Let V be a vector space with a nondegenerate bilinear form
f=1{,). A linear transformation L : V' — V is called self-adjoint with respect to
this form if L = L. We use the same term for the matrix representing L.
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Example 4.3.5. Consider V = R" equipped with the dot product. A matrix A is
self-adjoint with respect to the dot product if A = AT, hence it is symmetric.

Because of this example, some authors refer to L' as defined above as the trans-
pose of L with respect to a form (or forms) and use the word adjoint of a linear
transformation only in the cases when V and W are vector spaces over C and when
the form (-, ) is sesquilinear. (A sesquilinear form on a complex vector space is one
that satisfies conditions (1) and (2) in Exercise 4.2.9. See [31] for a discussion on
sesquilinear forms.)

Definition 4.3.6. Let V be a vector space with a nondegenerate bilinear form f =
;). An automorphism of (V, f) is an invertible linear transformation L : V — V
such that

(L(v1), L(v2)) = (v1,v2) for all vi,ve € V. (4.24)

The property (4.24) shows that automorphisms preserve the bilinear form. This
condition is equivalent to (vy, LT(L(v2))) = (v1,v2) for all vy,vy € V. Since f is
nondegenerate, then L' o L = idy,, where idy is the identity on V. This gives the
following proposition.

Proposition 4.3.7. A linear transformation L : V. — V is an automorphism of
(V, ) if and only if L is invertible with Lt o L = idy .

If V is a finite dimensional vector space, we could simplify Definition 4.3.6.
Suppose the V is finite dimensional and that L is a linear transformation satisfying
(4.24). We can still conclude that LT o L = idy. By properties of functions,
we deduce that L is injective. By the Rank-Nullity Theorem, an injective linear
transformation between vector spaces of the same finite dimension is invertible.
Hence, when V' is finite dimensional condition (4.24) implies that L is invertible.

Proposition 4.3.8. Let (V, f) be a vector space equipped with a nondegenerate
bilinear form. Then the set S of automorphisms of (V, f) satisfies the following:

1. S is closed under composition: L1 o Ly € S for all L1,Ls € S.
2. The identity idy is in S.
3. If L € S, then L is invertible and L= € S.
Proof. We have already discussed the first property, and the second is obvious. For
the third property, note that for all L € S, we have LT o L = id and L is invertible.
Thus L= = L' so Lo LT =idy as well. Furthermore, for all v,w € V,
(LY(v), LT (w)) = (L o LT (v), L o LT(w)) because L is an automorphism

~(v,w)

Thus, Lt is an automorphism. O
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(Using the language of modern algebra, Proposition 4.3.8, along with the asso-
ciativity of linear transformations, shows that the set of automorphisms of (V] f) is
a group. This group is denoted by Aut(V; f).)

If for a vector space V' has an ordered basis B = {ej,es,...,e,}, then (4.23)
leads to a characterization of matrices of automorphisms. Let C' be the matrix
associated to the bilinear form f, and let A be the matrix of a linear transformation
L :V — V in reference to B. Then by Proposition 4.3.7, L is an automorphism if
and only if

A"t=cATC. (4.25)

Example 4.3.9. Example 4.2.5 indicates that the dot product is a symmetric,
nondegenerate bilinear transformation with associated matrix I,,, and Example 4.3.2
shows that the transpose of a matrix is the adjoint of a matrix with respect to the
dot product. However, consider the symmetric bilinear forms f; and fo on R* given
by the matrices

0100 00 0 1
100 0 0010
M=ty 0 1 0 and  My= |, 1
00 0 1 100 0

Then a simple calculation using (4.23) shows that the adjoint of A = (a;;) with
respect to fi is
a2 G12 G32 (42
AT = |21 Gu as aan |
a3 @13 033 Q43
24 G14 Q34 Q44

and the adjoint of A with respect to fs is

Q44 QA34 0G24 Q14
Af = aq3 G333 (23 Q13
Q42 a3z A22 A12
a41 az1 az1 A

Now just consider (-, )1, the matrix A correspond to a self-adjoint linear transfor-
mation if

a b ¢ d
e a f g
A_fchz
g d i j

A matrix A corresponds to an automorphism if and only if A'A = I, which is a
system of 16 quadratic equations in the 16 variables of the entries of A. Many of
these equations will be redundant.
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Proposition 4.3.10. If (V,(-,)) is a vector space with a nondegenerate symmetric
form, then LTt = L for all L € Hom(V, V).

Proof. By definition, (L(v),w) = (v, LT(w)) for all v,w € V. Since the form is
symmetric, (L(v),w) = (w, L(v)). Thus,

(w, L(v)) = (v, LY(w)) = (LN (w),v) = (w, LT (v)).

Since these equalities hold for all v,w € V and since (-,-) is nondegenerate, we
conclude that L = LT, O

Example 4.3.11. Consider V = R" and consider the dot product as a symmetric
bilinear form. We know from elementary linear algebra that an n x n matrix is an
automorphism (of the dot product) if AT = A~! i.., if A is orthogonal. The set
of n x n orthogonal matrices is denoted by O(n). This is the set of isometries of
R™ that fix the origin. The special orthogonal group SO(n) defined in Section 2.3,
which are all orthogonal matrices with determinant 1, is the set of rotations in R".
In particular, if n = 2, all orthogonal matrices have the form

cos —esind
sinf ecosf )’
for some angle 6 and some € = £1. Such a matrix is in SO(2) when € = 1.

Example 4.3.12 (Lorenztian Transformations). Minkowski spacetime is R*
equipped with the Minkowski metric. It is common to denote Minkowski space
by R31. Points are located by the quadruple (z°, 21, 2%, %), with (2!, 22, 23) serv-
ing as space variables and z° represents time.

With respect to the standard basis of R*, the Minkowski metric is

g((2°, ', 2%, 2%), ()0, y" y% yP)) = =20 + alyt + 2y + 2%y,

-1 0
c- < . 13) |
Note that C~1 = C.

We propose to study the automorphisms of the Minkowski metric. Using block
diagonal properties, it is not hard to see that any linear transformation with matrix

o %)

where R € O(3), is an automorphism of this form. This corresponds to an orthogo-
nal transformation in the space variables. Also using block diagonal properties, we

can see that
+1 0
0 I

so the representing matrix is
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are the only two matrices corresponding to automorphism that fix all the space
variables.

To understand automorphisms that intermingle the space and time variables,
we consider the situation on R? where the Minkowski metric has the matrix

(5 9):

For a generic matrix A, the adjoint with respect to this bilinear form is

veewe- (YOG Y- )

The matrix A represents an automorphism when AT A = I,, which is equivalent to

a?—c2=1
ab—cd=0
- +d>=1

As the first equation parametrizes a hyperbola, there exist €1 = +1 and u € R such
a = 1 coshu and ¢ = sinhu. By the second equation, we deduce that b = cd/a =
deq tanhu. Then from —b% 4 d? = 1, we deduce that

—d?tanh?u + d? = d®sech® u = 1,

so d = egcoshu for some €3 = +1, from which we also deduce b = e1e5 sinh .
Hence, the matrix A has the form

e1coshu  e1e9sinhu
A= . .
sinh gg coshu

This gives uniquely the all the matrices representing automorphisms of the Minkowski
metric on RY!. The set of automorphisms on R3! is the smallest subset of GL4(R)
closed under multiplication and taking inverses that includes every matrix of the

form
e1coshu e1e9sinhu

sinh u g9 coshu and ((1) 2) )
0 I

where R € O(3). This describes all automorphisms on R31.

To apply this to special relativity, set ¢ = 2° and = z'. We imagine that
one observer O has frame axes t and z, and a second observer O with axes ¢ and
Z travels with respect to O along the z-axis with velocity v. In the tZ-frame, the
f-axis, namely Z = 0, is the trajectory of O, namely the line with equation vt = x
in the O frame. Thus, there are nonzero constants A and p such that

1\  [(eicoshu eiexsinhu AN A\ g1 coshu + e1e9vsinh u
#lo) =\ sinhu ggcoshu Py sinh u + eov cosh u :

1
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From the  component, we deduce that v = —e5 tanh u. Since sech?w = 1—tanh® u,
we get coshu = 1/v/1 —v? and sinhu = —e9v/v/1 — v2. Using the variable v, we
have

€1 B E1v
2 12

A= _ﬂgﬂ}) Viset | (4.26)
V1= 02 V1= 02

Since the range of tanhwu is (—1,1), we still have all the automorphisms of the
Minkowski metric, assuming that ¢, = 1, g5 = £1, and v € (—1,1). In GLy(R?),
the subset of matrices of this form consists of 4 connected components, each being
a curve parametrized by v € (—1,1) and designated by the four possible values of
the pair (e1,€2).

Returning to the full context of Minkowski space R3*!, the automorphisms

include
E1v

€1
e
Vigyr Vi
2 2
A= |"ice vice 00 (4.27)
0 0 10
0 0 0 1

This is an example of a Lorentz transformation associated to the vector (0, v, 0, O)T.
It is also clear that the Minkowski metric is invariant under any orthogonal transfor-
mation in the (x!, 22, 23) variables. The group of automorphisms of the Minkowski
metric is called the Lorentz group and, as a subset of GL4(R), consists of any fi-
nite product of matrices of the form (4.27) and orthogonal matrices in the space
variables. We denote the Lorentz group by SO(3,1).

Generalizing (4.27), if ¢ is some vector in the space variables with ||¥/]] < 1, then
the Lorentz transformation associated to ¥ is the linear map R* — R* that has the
matrix A(%) obtained by the composition MA(||v||)M~!, where M is some rotation
matrix that sends the unit z-direction vector to @/||7]|. Exercise 4.3.9 gives the
exact value of this matrix.

As in the case of Minkowski space R'!, the freedom of choosing values of &;
and €9 implies that O(3,1) has 4 connected components. Only the component
corresponding to €1 = €5 = 1 contains the identity matrix I4. This subset is called
the restricted Lorentz group and is denoted SOT(3,1). Matrices in the restricted
Lorentz group are called Lorentz transformations. As we will see in Section 7.2,
Lorentz transformations play a central role in special relativity.

PROBLEMS

4.3.1. Let (-,-) be a nondegenerate bilinear form on a finite vector space V. Prove that
the set of self-adjoint linear transformations is a vector subspace of Hom(V, V).

4.3.2. Let (-,-) be a nondegenerate form on V and let L € Hom(V,V). Let C be the
component matrix of (-,-) with respect to a basis B and let A be the matrix
representing L. Determine the matrix representing LT and conclude that if ()
is not symmetric, then it is not necessarily true that L't = L.
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4.3.3.

4.3.4.

4.3.5.

4.3.6.

4.3.7.

4.3.8.

4.3.9.

Let (V, f) be a vector space equipped with a nondegenerate bilinear form. Prove
that the set of automorphisms is not closed under addition.

Let (V, f) be a vector space equipped with a nondegenerate bilinear form. Prove
that the set of self-adjoint transformations is closed under composition.

Let L be an automorphism of an inner product space. Prove that the eigenvalues
of L are 1 or —1.

Let V and W be finite vector spaces over a field K. Suppose that V' and W are
equipped with nondegenerate bilinear forms denoted by (, )v and (, )w, respec-
tively. Let L : V — W be a surjective linear transformation, and let LT be its
adjoint, namely, Lt : W — V satisfies

(L(v), w)w = (v, L (w))v
forallv € V and w € W.
(a) Show that L' is injective.
(b) Assume in addition that for all v € V with v # 0, (v,v)y # 0. Then show
that Ker L and Im LT are orthogonal complements in V, that is:
(i) Ker LNIm L' = {0};

1) tor all v1 € Ker L and v2 € Im , we have (v1,v2)y = 0; an
i) for all Ker L and Im LT h 0; and

(iii) allv € V can be written as v = v1+wv2, where v1 € Ker L and vz € Im L.
[Hint: Let ¢ = Lo LT : W — W. Show that ¢ is invertible. For all
v eV, let va = (LT o¢™" o L)(v) and set v; = v — vp; show that
v1 € Ker L.]

The definition for an isometry on R™ is any function f : R™ — R" satisfying
d(f(Z), f(¥)) = d(Z,9) for all Z,§ € R". Prove that any isometry on R" that
fixes the origin is an orthogonal transformation. [Hint: If f is an isometry, first
prove that f preserves the dot product between any two vectors; prove that f maps
parallelograms to parallelograms; deduce that f is linear.]

Let @ = (0,u,0,0)" and ¥ = (0,v,0,0)" be two vectors in Minkowski spacetime
R!'™3. The matrix A(v)A(u) represents the Lorentz transformation from an observer
O to ©” in which O" moves relative to an observer O’ along the z-axis with velocity
v and O’ moves relative to an observer O along the x-axis with velocity u. Prove

that
Mmmm:A<“+”>

14 uv
[This is the velocity addition law in special relativity.]

Consider the velocity vector # in R*3 with ¥ = (0,v1,v2,v3) " and v = ||7]| < 1.
Call v = 1/v/1 — v? and let @ = ¢/||7]| = (0, u1,u2,us). Show by direct verification
that
v —v1y —v2y —vsy
o vy 1@y =1 wue(y—1)  wus(y —1)
A@) = | _ _ 20, _ _
vy wuz(y—1) T4us(y—1) weus(y—1)
—v3y  wus(y—1)  wus(y—1) 1+ui(y—1)
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is an automorphism of the Minkowski metric, has A(6) = I, and satisfies

1
U1
V2
U3

1

s 0
A(D) =1y for some p € R.

0

This is the matrix described at the end of Example 4.3.12.

4.4 Tensor Product

So far in this chapter, we have studied the dual of a vector space, the Hom-space, and
bilinear forms on vector spaces. This section generalizes those constructions through
what is called the tensor product. The order of presentation clearly betrays this
book’s mathematical bias in contrast to a physicist’s approach: We first present the
structure of a tensor product abstractly and only in the subsequent section discuss
the components of a tensor and how they change under a change of basis.

(The following construction is a little abstract. The casual reader may feel free
to focus attention on the explanations and propositions following Definition 4.4.2.)

Let U, V and W be vector spaces over a field K. Recall that a function f :
V x W — U is called a bilinear transformation if f is linear in both of its input
variables. More precisely, f satisfies

f(U1 + U27w) = f(’U1,w) + f(UQ’w)7 f(/\v,w) = )‘f(vaw)v
f(v7w1 + w2) = f(vawl) + f(vaw2)7 f(U, )\’U)) = )‘f(vvw),

for all vy, ve,v € V, for all wy,ws,w € W, and all A € K.

It is crucial to point out that a bilinear transformation V x W — U is not
equivalent to a linear transformation V & W — U. A linear transformation T :
V @ W — U satisfies

T(v1,w) + T(ve,w) = T((v1,w) + (va,w)) = T(v1 + va, 2w).

for all v1,v9 € V and w € W. The differs from the first axiom of a bilinear
transformation. This observation motivates the following important proposition,
which leads to the concept of tensor product.

Proposition 4.4.1. Let U, V, and W be vector spaces over a field K. There exists
a unique vector space Z over K and a bilinear transformation ¢ : V. x W — Z such
that for any bilinear transformation f : V. x W — U, there erists a unique linear

transformation f : Z — U such that f = f o).

Proof. We first prove the existence of the vector space Z. Consider the set Z of
formal finite linear combinations

cl(vl,wl) + CQ(’UQ,U)Q) + -+ cl(vl,wl),
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where v; € V, w; € W, and ¢; € K for 1 <i <. I:c is not hard to see that Z is
a vector space over K. Consider now the subspace Zj;, spanned by vectors of the
form

(v1 + vo,w) — (v1,w) — (v2,w), (Av,w)— A(v,w), (4.28)

('U, w1 + w2) - (vvwl) - (’U, w2)7 (U7 Aw) - )\(’U, w)' .
Define Z as the quotient vector space Z = Z / Ziin. The elements of Z are equivalence
classes of elements of Z under the equivalence relation v ~ v if and only if v — u €
Ziin- (See Exercise 4.1.10 for a description of the vector space quotient.)

Define ¢ : V. x W — Z as the composition 1) = 7 04, where 7 : Z — Z is the
canonical projection and i : V x W — Z is the inclusion. The space Zj;, is defined
in such a way that the canonical projection 7 turns v into a bilinear transformation.

Now given any bilinear transformation f : V x W — U, we can complete f by
linearity to define a linear transformation f from Z to U via

Fler(vi,wi) + -+ (o, wy)) = e flor,wi) + - + e f (v, ).

If 29 € Zyn, then 2z is a linear combination of elements of the form in Equation
(4.28). However, every element of the form given in Equation (4.28) maps to 0 under
f, so f(zo) Therefore, if 21, z0 € Z are such that z; ~ 29, then 21 — 20 = 29 € Zjjin,
s0 f(z1 — 22) = 0 and f(zl) f(z2). Hence, f induces a function f : Z/Z, — U.
It is easy to check that f is a linear transformatlon and that f = f o). Since the
image of ¢ spans Z/Zy,, it follows that the induced map f is uniquely determined.
This proves the existence of Z.

To prove uniqueness of Z, suppose there is another vector space Z’ and a bilinear
transformation ¢’ : V. x W — Z’ with the desired property. Then there exist ) and
1’ such that ¢’ = ¢’ o) and ¢ = ) 0 1)’. Then we have ) = 1) 0 1)’ o . However,
Y =idz o1, and since we know that ¢ factors through Z with a unique map, then
o)’ =idy. Similarly, we can show that )’ ot = idz,. Thus, Z = Z’, and so Z is
unique up to a canonical isomorphism. O

As a first comment about the proof, we observe that Z is a “large” vector space;
its basis consists of every pair (v,w) with v € V and w € W, so has cardinality
[V x W|.

We can depict the functional relationships described in this proposition by the
following commutative diagram.

VxW

S

Z
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Observe that f and v are bilinear transformations while f is linear. Consequently,
though a bilinear transformation V' x W — U is not equivalent to a linear transfor-
mation V& W — U, it is equivalent to a linear transformation Z — U.

Definition 4.4.2. The vector space Z in the above proposition is called the tensor
product of V and W and is denoted by V @ W. The element (v, w) in V@ W is
denoted by v ® w.

Elements of V' ® W are linear combinations of vectors of the form v ® w, with
v €V and w € W. With this notation, the following identities hold:

(V1 +v2) @wW =11 @ W+ v2 @ W, (W) @ w = Avew),

4.29
v® (w1 +wa) =vRw + v ws, v® (Aw) = AMv @ w). (4.29)

Definition 4.4.3. Any element of V ® W is often simply called a tensor. A tensor
in V@ W that can be written as v ®@w for v € V and w € W is called a pure tensor.

From the identity c(v ® w) = (cv) ® w, a linear combination of pure tensors is
just a sum of pure tensors. We remind the reader that even if V and W are not
finite dimensional, linear combinations always consist of a finite number of terms.
So every tensor in V' ® W is a finite sum of pure tensors.

Definition 4.4.4. The rank of a tensor t € V ® W is the least integer r such that
t=v1 Qw1 +1v2RQws + -+ U W,
for some v; € V and w; € W.

Example 4.4.5. Let V=R3 Let t e VRV bet =7®7+7® k. Though currently
written as a sum of two pure tensors, it is in fact not a tensor of rank 2 but is a
pure tensor because t = 7® (7+ k).

Proposition 4.4.6. A pure tensor v®@w in V@ W is the 0 tensor if and only if
v=0 orw=0.

Proof. By linearity 0 = 0(v' ® w) = (0v') ® w so 0 ® w = 0 and the same is true for
if w=0.

Conversely, assume that v # 0 and w # 0. Let By be a basis of V' containing v
and let By be a basis of W containing w. Consider the function f : V x W — K
defined by f(x,y) = v*(z)w*(y), where v* € V* is the dual basis vector to v in Bf
and similarly for w*. The function f is bilinear and nontrivial since f(v,w) = 1.
Using the construction from the proof of Proposition 4.4.1, f : V@W — K satisfies
flo®@w) = f(v,w) = v*(v)w*(w) = 1. Hence, v ® w is not the 0 element in
VeoW. O

Proposition 4.4.7. Let U, V, and W be three vector spaces over a field K. There
erists a unique isomorphism

UV)W2U (VeW)
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such that
(u®v)@w—u® (vew)

forallueU,veV, andwe W.

Proof. By the identities (4.29) in
(U1 QU1+ U ®U2) ®w = (U1 ® V1) @ W+ (u2 ® v2) @ W,

so every tensor in (U ® V') ® W is the sum of tensors of the form (u ® v) ® w with
ueU,v eV and w € W. Hence any linear transformation from (U @ V) @ W is
uniquely determined by how it maps tensors of the form (u ® v) ® w.

Define the function f: (U@ V)x W = U ® (V@ W) by

f<2(uz®vz z) Zuz (v @ w;).

=1

By distributivity properties of finite sums, it is easy to see that this is bilinear. By
Proposition 4.4.1, there exists a unique linear transformation f: (U@ V)@ W —
U ® (V®W) satisfying

f<<zé:(ui®vl > ®wz> Zul (v; ® w;).

i=1

Clearly, f(u®v) @ w) =u® (v®w).

We can construct the inverse linear transformation f~! in the same way. We
already showed uniqueness, but this establishes the existence of an isomorphism
satisfying the desired property. O

In light of Proposition 4.4.7, the notation U ® V @ W without parentheses is
uniquely defined. More generally, this allows us to consider the tensor product
VieV,®---® Vg of k vector spaces Vi, Vs, ..., Vi over the same field. In this
general context, we call a pure tensor in V3 ® Vo ® - - - ® V. any element of the form
V1 ® Uz ® -+ ®vg. Again all elements of V] ® V5 ® -+ ® Vi, are finite sums of pure
tensors. We also denote by V®* the k-fold tensor product of a vector space V with
itself.

Proposition 4.4.8. Let V and W be two vector spaces over a field K. There exists
a unique isomorphism

VeaWw=weV

such that v @ w— w v for allv eV andw e W.

Proof. (Left as an exercise for the reader.) O
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Proposition 4.4.9. If V and W are finite-dimensional vector spaces over a field
K. If By ={e1,...,em} is a basis of V and Ba = {f1,..., fn} is a basis of W, then

B={e;®fi|1<i<mand1l<j<n}
is a basis of V.@ W and therefore dim(V @ W) = (dim V)(dim W).

Proof. For every pure tensor v @ w € V ® W, using the coordinates of v and of w,
we have

vw=(vier + - +v"en) @w =20 (e; QW)+ + 0™ (em @ W)
=v'(e1@ (W' fi+- +w o))+ 0" (em @ (WL 4+ W)
=v'wie;® f; (ESC).

Thus, B spans V@ W.

Now suppose that (using ESC), ce; ® f; = 0. Let By = {f*',..., f*"} be
the cobasis of V* associated to By. For each j with 1 < j < n, the function
@j V. x W — V defined by ¢;(v,w) = f*(w)v is bilinear so uniquely defines a
linear transformation @; : V@ W — V satisfying ¢;(v ® w) = f*(w)v on all pure
tensors. Since ce; ® f; = 0, then for all jo,

0=@j,(ce; ® fj) = C"jf*j"(fj)eicijéjf‘)ei = e

as an element of V. Since B is a basis of V, then ¢”° = 0 for all 4, and this is for
all jo. We conclude that B is linearly independent in V' ® W. Hence, B is a basis of
V @ W and so dim(V @ W) = mn. O

Because of Proposition 4.4.9, if t € V ® W, it is common to use two indices to
index the components of ¢ with respect to the basis B = {e; ® f;}. Saying that the
tensor ¢ has components (¢*7) with respect to B means that

m n
t= ZZci-jei ® fj’
i=1 j=1

We have used the superscript notation for the components of ¢ to be consistent with
the Einstein summation convention.

The next propositions illustrate how the tensor product construction directly
generalizes the Hom space and the space of bilinear forms.

Proposition 4.4.10. Let V and W be finite-dimensional vector spaces over a field
K. The space V* @ W is canonically isomorphic to Hom(V, W).

Proof. Consider the function ¢ : V* x W — Hom(V, W) defined by ¢(A,w) =
(v = A(v)w). Since it is bilinear, by Proposition 4.4.1 there is a unique linear
transformation @ : V* @ W — Hom(V, W) that maps the pure tensor A ® w to the
linear transformation v — A(v)w.
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The kernel of ¢ consists of all linear combinations \; ® wy + - - - + A, @ w,y, such
that the function in Hom(V, W) defined by

Al(')wl + e + )\m(.)wm
is identically 0. By the identities (4.29), we can assume that {wq,...,w,} is a

linear independent set of vectors in W. Thus for each v € V, we have \;(v) =0
for all 1 <i < m. Hence each )\; is the 0-map in V*. From this we conclude that

Ker g = {0}.
To show surjectivity, let T € Hom(V, W). Let {v,...,v,} be a basis of V, and
consider the linear functions {v],...,v}} (see Equation (4.8) and the subsequent

explanation). Then the element
> v @T(v)
i=1

maps to T under . Therefore, ¢ is also surjective. O

Proposition 4.4.11. Let V and W be vector spaces over a field K. The set of
bilinear forms on V- x W is a vector space with

for all bilinear forms wi, we, and w and for all ¢ € K. Furthermore, the vector
space of bilinear forms on V- x W is canonically isomorphic to V* @ W*.

Proof. (The proof is left as an exercise for the reader.) O

PROBLEMS

4.4.1. Let V be a vector space over a field K. Let v1,v2 € V. Show that in V® V, we
have v1 ® v2 = v2 ® vy if and only if v; and vz are collinear.

4.4.2. Let V be a vector space over the field K. Prove that V ® K is canonically
isomorphic to V.

4.4.3. Let V and W be finite dimensional vector spaces over a field K with respective
bases B = {ei1,...,ex} and B = {f1,...,fm}. Let T : V. — W be a linear
transformation with matrix A with respect to the bases B and B’. T determines
a linear transformation T7®2 : V ® V — W ® W defined on pure tensors by

T®2(1}1 ® 1)2) = T(111) ® T(’U2)

and completed for other elements of V' ® V' by linearity.



150 4. Multilinear Algebra

(a) If V = W = R? and the matrix of a linear transformation T with respect to

the standard basis is
2 3
=3 %)

(b) In general, for any finite dimensional vector spaces V and W and linear
transformation T', if the coefficients of A are (ai;), find the coefficients of the
matrix for T®2,

find the matrix of T®2.

4.4.4. Let V and W be vector spaces over C, andlet S : V — Vand T : W — W be linear
transformations. Consider the linear transformation ST : VW — VW
defined on pure tensors by

SRT)(vew)=SW)®T(w).

(a) Suppose that dim V' =2 and that dim W = 3, with bases {e1, e2} and {f1, f2, f3},
respectively. Suppose also that with respect to these bases, the matrices for

S and T are
-1 0 2
(é ;) and 1 3 -2
0 1 4

Find the matrix for S ® T" with respect to the basis for V @ W defined in
Proposition 4.4.9.

(b) Suppose that S and T are diagonalizable with eigenvalues A1,..., An and
W1, .., lin, respectively. Prove that S ® T is diagonalizable and that the
eigenvalues of S ® T are A\ju; for 1 <i<mand 1 <j < n.

4.4.5. Let V be a vector space over C, and let T': V' — V be a linear transformation.

(a) Suppose that the Jordan canonical form of T is J = AI. Find the Jordan
canonical form of T®2.

(b) Suppose that the Jordan canonical form of T is

A1 0 0 0

0 A 1 0 0

0 0 X 0 0
J = .

0 0 O Al

0 0 O 0 A

Find the Jordan canonical form of T%2.

4.4.6. Prove Proposition 4.4.8.

4.4.7. Let V, W1, and W3 be finite dimensional vector spaces over a field K. Show that
there exists a canonical (independent of a given basis) isomorphism

Vo (WieWs)=2(VeW)e (Ve Ws).
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4.4.8. Prove Proposition 4.4.11. [Hint: Call Bil(V, W) the set of bilinear forms on V x W.
Show that ¥ : V* @ W* — Bil(V, W) defined on pure tensors by ¥(A® u)(v,w) =
A(w)pu(w) gives the canonical isomorphism.]

4.4.9. Let U, V, and W be vector spaces over a field K. Prove that V* @ W* ® U is
canonically isomorphic to the vector space of bilinear transformations VxW — U.

4.4.10. In the identification V* @ W = Hom(V, W) described in Proposition 4.4.10, show
that tensors of rank r in V* ® W™ precisely correspond to linear transformations
in Hom(V, W) of rank r.

4.4.11. Consider the linear transformation Tr : V* @ V — K defined on pure tensors by
Tr(A ® v) = A(v). Under the isomorphism Hom(V,V) = V* ® V, show that Tr
corresponds to the trace of a linear transformation.

4.5 Components of Tensors over V

Let V' be a vector space over a field K. Many applications of multilinear algebra,
in particular to differential geometry, involve tensor products in

r times s times

vergu®s YU eve. VeV eV - V.

For example, Hom(V, V) is V ® V* and the vector space of bilinear forms on V' is
V*®2 We will see in Section 4.7 that the set (vector space) of all bilinear products
onVisV®V*®2

Definition 4.5.1. A tensor over V of type (r,s) is an element of V®" @ V*®5 A
scalar in K is called a tensor of type (0,0).

Suppose that V' has an ordered basis B = (e1, es, ..., e,) and that the associated
ordered cobasis is B* = (e*!,e*2 ..., e*"). By Proposition 4.4.9 the basis of V" ®
V*®s associated to B consists of all the pure tensors

eil®"‘®€ir®€*jl®"‘®€*j5

forip =1,...nand jy=1,...n,forall1 <k <rand1 < /¢ < s. This basis confirms
that dim(V®" @ V*®$) = (dim V)" *¢. The components of a tensor A € V& @ /*®3
with respect to B are the n” ¢ values

Al e | (4.30)
such that
A=AlR"re e, ®--Re, @V @ @--@eY. (ESC)  (4.31)

Note that this formula involves summations over r + s indices, all from 1 to n.
Following the explanation at the end of Section 4.1, the superscript indices are
called contravariant indices, while the subscript indices are called covariant indices.
As in the contrast between a vector space and its dual, the difference between
contravariant and covariant indices lies in how they affect the transformation of
components of a tensor under a change of basis on V.
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45.1 Coordinate Changes

Proposition 4.5.2. Let B and B’ be two bases on a finite dimensional vector space
V. Let (a}) be the components of the coordmate change matriz A from B to B’ and

let (a}) be the components of A7l Let T;;;; 57 be the components of a tensor of

type (r, s) with respect to B, and let T;f;;;: be the components of the same tensor
T with respect to B'. Then

Th e = bl ol alial T (432
Proof. Suppose that B = (e, ea,...,e,) and B = (f1, fa,..., fn). By definition of
the coordinate change matrix, e; = af fi for all ¢ and by Proposition 4.1.6 e* =
aj f*¢. Thus

e @ f @@, @ e

911 i i *J
_leljj J_€il®€z‘2®"'®€ir®€*h®€*j2®"'®6 Js

=T (al fr,) @ (a2 fiy) @ - (al” fr,) ® (@ﬁf*el) ® (@2 ) @ - (ay )
(akralz - -abrafiads - al THET) fr @ fra @ @ o, @ J0 @ [ @ 0
By identifying coordinates, the proposition follows. O

Physicists often introduce tensors by saying that an n"** set of quantities in-

dexed as in (4.30) that change according to (4.32) under a basis change on V' “form
the components of a tensor.” This perspective may be sufficient for various calcu-
lations but it does not elucidate what a tensor over V is.

We comment now on the linear algebraic meaning of a few common operations
on tensors, when viewed from their components’ perspective.

If A% i form the components of a (r,s)-tensor A and B;i;i'_'f,i»"v form the

Jij2-Js Js
components of a (r, s)-tensor B, then the term-by-term addition

11179 21221y 1192 Uy
C]1J2 Js AJ1J2 “Js + BJ1]2 Js*
also satisfies (4.32), so form the components of a tensor. This operation corresponds
to the usual addition of A and B as elements in the vector space V& @ V*®5,
Similarly, given the components A;llllef of a tensor of type (r, s), the operation of
multiplying all the components by a given scalar ¢ in the base field K corresponds
to multiplying the tensor A by the scalar ¢ again as an operation in the vector space
Ver @ V*es,
It is not hard to check that if S”;Z : j'_ and T]’“}€2 0 ke are components of tensors
of type (r,s) and (t,u), respectively, then the quant1t1es obtained by multiplying

these components
’Ll’LQ 27 k}lkz Slllz k}lkz kt
J1jz-gslila-- Jijz-- l1l2 ly
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form the components of another tensor but of type (r 4+ ¢,s + u). This operation
called tensor multiplication or the product of two tensors, corresponds to the bilinear
transformation

Ver ® V*®s o L ® VrOu V®(r+t) ® V*®(s+u),

defined by («, 8) = a® . Therefore, this tensor multiplication utilizes the isomor-
phism
(V®r ® V*®s) ® (V®t ® V*®u) o V®r+t ® V*®S+u.

Finally, the contraction operation on the components of a tensor

G192 ip—1 _ qt1%2-ie_1k
J1J2 - Js—1 J1j2-gs—1k

corresponds to setting one contravariant and one covariant index to be the same
and then summing over that index. (The contraction operation does not have to
occur on the last indices as in the above equation.) On the indices involved, this
corresponds to the linear transformation C' : V®V* — K defined on a pure tensor
by v ® A — A(v). Exercise 4.4.11 showed that the contraction operation is similar
to the operation of taking the trace of a matrix along certain specified indices.

If v € V is a vector and A € VO @ V**% be a tensor of type (r,s) with s > 1,
then some writers use the symbol

viA

to indicate the (r, s — 1) tensor that corresponds to the contraction along the index
of v and the first covariant index of A.

452 Examples

Example 4.5.3 (Cross Product). Consider V = R3. The cross product between
two vectors is a bilinear transformation x : V xV — V, so is a linear transformation
V ®V — V. In this way of considering it, the cross product is a particular element
of V*@V*®V. We can describe it through its components expressed in reference to
the standard ordered basis € = (7, . k). We write its components as C’;k satisfying

C3=1, Cp=1, C3% =1,
C3=—1, Cip=—1, C¥=-1,

and all other components are 0. Suppose that B = (u1, uz, u3) is some other ordered
basis with the change of coordinate matrix P = P§ with components (p;-)7 then the
cross product expressed with respect to B has the components

~r o r=g kv
st = PiPsPt Ujk-

Example 4.5.4 (Inverse of a (0,2)-Tensor). As a more involved example, consider
the components C;; of a (0, 2)-tensor over V with respect to some basis B. Recall
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that a (0, 2)-tensor represents a bilinear form (-,-) on V. Suppose in addition that
(-,-) is nondegenerate. This is equivalent to the fact that if the C;; are organized into
an n X n matrix, then this matrix is invertible. Denote by C% the coefficients of the
inverse matrix of (C;;). We prove that C*/ form the components of a (2, 0)-tensor.

Let P = (p;) be a coordinate change matrix from B-coordinates to some other

system of coordinates. If (C,;) are the components of the same object with respect
to the other basis, then

C’ijCjk = 5,’;, and C"Cy = 07. (4.33)

Equation (4.33) gives C""Spiﬁ{ Ci; = 6;. Multiplying both sides by pf, and summing
over t, we obtain

CTepLp] Cigply, = 07pl, = CT*pL63,Cij; = C™plCio = Pl
Multiplying both sides by C®# and then summing over a, we get
C_'Tspiéf = C_’”pf = pZC’O‘ﬁ.

Finally, multiplying the rightmost equality by pj and summing over 3, we conclude
that
Cvrs — pr pgcaﬁ
N .

This shows that the quantities C% satisfy Proposition 4.5.2 and hence form the
components of a (2,0)-tensor.

We should ask ourselves whether we can understand this tensor in a coordinate-
independent way. In fact, we already presented this object in Exercise 4.2.5. The
components C represent the bilinear form (-,-)* on V* defined in that exercise.
Using notations from there, we see that the components of A\, are Cl-jui and the
components of \, are Cppv*. Then

Ciju’CﬂCkgvk = 5fu’Cka = UZCMU]C.

This last expression are the components of (v, u), which confirms that Exercise 4.2.5
C7¢ are the components of (-, -)*.

4.5.3 Numerical Tensors

Definition 4.5.5. A numerical tensor is a tensor that is not a scalar whose com-
ponents are the same given with respect to any basis.

As a first example, consider the Kronecker delta

; 1, ifi=j,
5t =
J 0, ifi#j.
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Under a coordinate change with matrix (p;) it transforms according to
8, = piplos = P

Since this last expression represents the product of a matrix with its inverse, the
we see that again &7 is 1 if 7 = s and 0 otherwise. This should make sense because
5; represents the identity function on a vector space, and with respect to any basis
the components of the identity transformation is the identity matrix. Therefore, 5;
is a (1,1)-tensor in a tautological way.

The generalized Kronecker delta of order r is a tensor of type (r,r), with com-
ponents denoted by 5;1;: defined as the following determinant:

i1 i i1

J1 J2 Jr
o2 g2 ... S
By J1 J2 Ir
oy = : I e (4.34)
28 ir [ ir
§j1 63'2 5]}

For example, the components of the generalized Kronecker delta of order 2 as

which presents (5?[ as the difference between two (2, 2)-tensors, which shows that 6,?1
is indeed a tensor. More generally, expanding out Equation (4.34) by the Laplace
expansion of a determinant gives the generalized Kronecker delta of order r as a sum
of r! components of tensors of type (r,r), proving that 5“ j: are the components
of an (r,r)-tensor.

Properties of the determinant imply that 5“ T is antisymmetric in the su-
perscript indices and also antisymmetric in the subscript indices. Equivalently,
5“ “ = 0 if any of the superscript indices are equal or if any of the subscript
mdlces are equal, and the value of a component is negated if any two superscript
indices are interchanged and similarly for subscript indices. We also note that if

r > n, where we assume (5“ J are the components of a tensor over an n-dimensional

vector space, then (521 -j. = 0 for all choices of indices since at least two superscript
(and at least two SubbCI‘lpt) indices would be equal.

We introduce one more symbol that is commonly used in calculations with tensor
components, the permutation symbol. Define

E'L ln _ 6 ,
o Z (4.35)
Eji-jin = 5j1---jn'

Note that the maximal index n in Equation (4.35) as opposed to 7 is intentional.
Recall that a permutation of {1,2,...,n} is a bijection on that set and a trans-
position is a permutation that interchanges to elements and leaves the rest fixed.
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A fact in modern algebra (see [25, Theorem 5.5]) states that given a permutation o
on {1,2,...,n}, if we have two ways to write o as a composition of transpositions,

e.g.,

O =T10Tg0 0T, =T 0TyO-++0TH,
then a and b have the same parity.

Definition 4.5.6. We call a permutation even (respectively odd) if this common
parity is even (respectively odd) and the sign of o is

1, if o is even,

sign(e) = {—1, if o is odd.

Because of the properties of the determinant, it is not hard to see that

1, if (i1,...,1y,) is an even permutation of (1,2,...,n),
ein =gy =< =1, if (i1,...,i,) is an odd permutation of (1,2,...,n),
0, if (i1,...,1,) is not a permutation of (1,2,...,n).

The permutation symbol is an example for which, despite the apparently proper
notation, the collection of quantities is not a numerical tensor. Instead, we have
the following proposition.

Proposition 4.5.7. Let B and B’ be two bases on a finite dimensional vector space
V. Let A = (a}) be the components of the coordinate change matriz from B to B’
coordinates. The permutation symbols transform according to
det(A)&7In = aﬁafj . -ag:’é‘“”'i",
1= ~hy=h .
(det(A)) 15k ckpy — akllakj s aknghl"'hn'

1

Proof. (Left as an exercise for the reader.) O

The generalized Kronecker delta has a close connection to determinants which,
we will elucidate here. Note that if the superscript indices are exactly equal to the
subscript indices, then (5}1:"”' is the determinant of the identity matrix. Thus, the

wjr 8L
“r

contraction over all indices, 5;11 ;o counts the number of permutations of r indices

taken from the set {1,2,...,n}. Thus,

gide - M (4.36)
JiJr (n _ T)'

Another property of the generalized Kronecker delta is that

j1°:J _ §J1dn
el anilmin = (21 "

gy
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the proof of which is left as an exercise for the reader (Problem 4.5.5). Now let aé
be the components of a (1,1)-tensor, which we can view as the matrix of a linear
transformation from R™ to R™. By definition of the determinant,

det(a;) = Ejl”'j”a}l ceay .
Then, by properties of the determinant related to rearranging rows or columns, we
have

i1 ip i' — ~J1dn .. in
€ det(a;) = ¢ a]1 “aj’.
Multiplying by €;,...;, and summing over all the indices %1, ..., %,, we have

R ST 29 ( g1 Jn att ... gt
€iyeiy, € det(aj) = 0;} ar

tn 71 In’
and since g;,...;, €1 counts the number of permutations of {1,...,n}, we have
| i jl Jn 11 cLoin
nldet(a;) = &;) /" aj} - aj. (4.37)

454 Tensor Fields

Later in this book, tensor fields on manifolds will play a key role in describing
structures of interest on manifolds. Before facing that full generality, we briefly
consider tensor fields on R™ from the component perspective.

Let U be an open region of R" equipped with two coordinate systems (!, 22, ..., 2")

and (Z1,T2,...,%,) and let p € U. For this section, we think of a tensor field
over U as expressed by a collection of components Tj“;; J’, where each of these
is a function U — R. At a given point p € U, these are tensors over the vec-
tor space T,R™. The ordered basis associated to the (z!,z?,. ,x”) coordinates is
(0/0z1,. .., 8/8&0"), while the ordered basis associated to the (z',22,...,2") co-

ordinates is (9/0z',...,0/0z™). The change of coordinate matrix between these

is )
o'
8.13j D

Example 4.5.8 (Gradient). Let f : U — R be a differentiable function and consider
the gradient Vf,. It has components df/dxz%, evaluated at p. This is a tensor of

type (0, 1) because in the (z!,z2,...,2") coordinates, its components are

of _ o5 _of oo

oxi  0xi  Oxt 079’
by the chain rule. This satisfies (4.32) for a (0,1). Consequently, in the expression
Of /0z*, though the i appears as a superscript index of the variable, we understand

it as a covariant index instead of a contravariant index because it appears on the
“denominator” of a partial derivative.

The following example illustrates some of the subtlety required when working
with tensor fields in component form.
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Example 4.5.9. Let B; be the components of a covariant vector field. We prove
that the collection of functions

0B; 0B;
A= —— — —2
7 oxd Oxt
form the components of a (0, 2)-tensor. In the (z!,z2,...,2") coordinates, we have
A, = 8Bk B 3Bg
M ort T ork
o [0z o (0
=2 (& )2 (B,
ozt <8at~k z) oxk (aszf J)
0%zt ox' OB, 9% xd dxI OB,

=————B+—-— - ——B,———. 4.38

oztozk ™" = ozk ozt  oxkoxt™’ ozt ozk (4.38)
Because we sum over variables repeated in superscript and the subscript, the first
and third terms cancel out. So applying the chain rule on 0B;/ 0z¢ and similarly in
the fourth term,

A _@3BL%_%8338$E
M 0zk 0xv 0zt 0zt Oav Oz
= %%@ — %%% by setting v = j and v =1
Oxk 0zt 0x3 Ozt Oxk Ot
ozt OxF
ozk gzt

We should also observe that the component functions B;/dx7 do not describe a
tensor field of type (0, 2) because of the mixed second partial derivative that appears
(4.38).

PROBLEMS
4.5.1. Prove that (a) 6;6%5{“ =615 (b) 6;-5%51’-“ =n.

4.5.2. Let Tﬁ;;’;; be a tensor of type (r, s). Prove that the quantities TZE;:, obtained
by contracting over the first two indices, form the components of a tensor of type
(r —1,s —1). Explain in a coordinate-free way why we still obtain a tensor when

we contract over any superscript and subscript index.
4.5.3. Let S;;r be the components of a tensor, and suppose they are antisymmetric in
{i,7}. Find a tensor with components T};; that is antisymmetric in j, k satisfying

—Tiji + Tjir = Sijk-

4.5.4. Prove Proposition 4.5.7.

4.5.5. Prove that ¢1""'ng; . = 5;1;2
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4.5.6.

4.5.7.

4.5.8.

Let A;; be the components of an antisymmetric (i.e., A;; = —A;;) tensor field of
type (0,2), and define the quantities

A DAw | DArs
+ +

Byo = .
st ox" oxs oxt

(a) Prove that By are the components of a tensor of type (0, 3).

(b) Prove that the components By, are antisymmetric in all their indices.

(¢) Determine the number of independent components of antisymmetric tensors
of type (0, 3) over R™.

(d) Would the quantities Bys: still be the components of a tensor if A;; were

symmetric?

Let a;v be the components of a (1, 1)-tensor, or in other words the matrix of a linear
transformation from R"™ to R™ given with respect to some basis. Recall that the
characteristic equation for the matrix is

det(a’ — A6%) = 0. 4.39
J J

Prove that Equation (4.39) is equivalent to
A"+ Z(*l)%t(ﬂAniT =0,
r=1

where
i1eip i1 ir

) = % i @iy T Y
[Hint: The solutions to Equation (4.39) are the eigenvalues of the matrix (a}).]

Moment of Inertia Tensor. Suppose that R? is given a basis that is not necessar-
ily the standard one. Let g;; be the components of the standard inner product
corresponding to this basis, which means that the scalar product between two
(contravariant) vectors A* and BY is given by

A-B=g,;A'B.

In the rest of the problem, call (z',z?, 2®) the coordinates of the position vector 7.
Let S be a solid in space with a density function p(7), and suppose that it rotates
about an axis ¢ through the origin. The angular velocity vector & is defined as the
vector along the axis ¢, pointing in the direction that makes the rotation a right-
hand corkscrew motion with magnitude w = ||dJ|| that is equal to the radians per
second swept out by the motion of rotation. Let (wl,wz, w3) be the components of
& in the given basis. The moment of inertia of the solid S about the direction & is

defined as the quantity
1= [[[ oot av,
s
2

where 7, is the distance from a point 7 with coordinates (z',z?,2®) to the axis £.

The moment of inertia tensor of a solid is often presented using cross products, but
we define it here using a characterization that is equivalent to the usual definition
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4.6

but avoids cross products. We define the moment of inertia tensor as the unique
(0, 2)-tensor with components I;; such that
1 i1
ifijwzw] = Elng. (4.40)
Note that this the kinetic energy of the rotating object.
(a) Prove that
(guw"a')?

2 i g
Ty = gijT T — PR
grsww

(b) Prove that, using the metric g;;, the moment of inertia tensor is given by

Lj = /// p(z', 2, 2%) (gijgr — gingj1)z"a' dV. (4.41)
S

(9isgm — gingi))x" ' = gipgudliz"a’,
where 6%} is the generalized Kronecker delta of order 2.
(d) Prove that I;; = I;; for all 1 <i,5 <mn.

(e) Prove that if the basis of R? is orthonormal (which means that (g;;) is the
identity matrix), we recover the following familiar formulas:

Iy = /// (@*?)dv,  Ia= —///pa:lgpQ v, (4.42)
S

Iny = ///p((xl)"’ + @A dV, L= —///pxlx?’ dv, (4.43)
S S

I3 = /// p((@")? + (z*)%)dV, I = —/// px’z® dV. (4.44)
S S

(We took the relation in (4.40) as the defining property of the moment of inertia
tensor because of the theorem that I,w is the component of the angular moment

(c) Show that

vector along the axis of rotation that is given by (I;;w* )“’] . See [22] p. 221-222
and, in particular, Equation (9.7) for an explanation.

The interesting point about this approach is that it avoids the use of an orthonormal
basis and provides a formula for the moment of inertia tensor when one has an affine
metric tensor that is not the identity.)

Symmetric and Alternating Products

In the tensor product V ® V, in general v; ® vy # vy ® v1. It is sometimes useful to
have a tensor-like product that is either commutative or anticommutative.

For example, we have seen that every bilinear form on V' is an element of V*®V ™.
However, in geometry, many useful applications involve symmetric bilinear forms.
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If A;; are the components of an element in A € V* ® V* with respect to a given
basis on V, then the condition that A be a symmetric bilinear form means that
Ay =Aj forall 1 < 4,5 < dimV. The set of symmetric bilinear forms is a linear
subspace of V*®2, Other applications may involve a higher type of tensor and have
symmetry across more than two indices.

Let V be a vector space of dimension n. Let Sy be the set of permutations on
k elements (i.e., bijections on {1,2,...,k}). This set of permutations acts on V®*
by doing the following on pure tensors:

g - (Ul ® V2 ® e ® ’Uk) = ’Ug—l(l) ® 'U(T—1(2) ® e ® Uo.—l(k) (445)

and extending by linearity on nonpure tensors. (Taking o~! on the indices means

that o sends the vector in the ith position in the tensor product v; R Vo ® - - - ® v
to the o(i)th position.)

Definition 4.6.1. We say that tensor o € V®* is symmetric (vesp. antisymmetric)
if 0-a=aq, (resp. o-a =sign(o)a) for all o € Sj.
4.6.1 Symmetric Product

Definition 4.6.2. Let a € V®*. We define the symmetrization of a to be
S(a) = Z o a.
€Sk

Example 4.6.3. Let V be a vector space. We consider tensors in V@V ®@ V. We
will consider permutations in Ss, which has 3! = 6 elements.

5(61®62®63):61®€2®63+€2®€1®63+63®62®61
+e1Re3®er+er2®@ez®e;r +e3Qe; Qe

In contrast,

S(e1®e1®ez) =e1 Qe Qea+e1 Qe Ve +e2 e ® e
+e1Rea®er+e1 Ve e +ea®e; Qe
:2(81 RerRex+e1@ex®e; +e3 ey ®€1).
By construction, the symmetrization S defines a linear transformation S : V&* —
VOk,
Definition 4.6.4. The subspace of V®* given as the image of S : V&F — V&F ig

called the kth symmetric product of V and is denoted by Sym* V.

Proposition 4.6.5. The subspace Sym* V is invariant under the action of Sy, on
Ver,



162 4. Multilinear Algebra

Proof. Let T € S be a permutation. Then on any pure tensor v;;, ® v;, ® - -- ® v;,,
the action of 7 on S(v;; @ v, @ -+ - @ v;, ) gives

T-S(v, QUi @+ QU ) =T+ (Z a-vil®vi2®---®vik>

€Sy

= ZT'(O"Uh@’U,'Q@"'@U,’k): Z(TO’)-’L},'1®’L)i2®'-~®’L}ik

€Sk g€Sk
= Z o v QUi @ Qv =S(v, QUi @ ®v;,),
o’/ €Sk

where we obtain the second-to-last line because as o runs through all the permu-
tations in Sy, for any fixed 7 € Sy, the compositions 7o also run through all the
permutations of Sy. O

Corollary 4.6.6. For all symmetric tensors o € Sym”® V', we have S(a) = Kl a.
Proof. This follows immediately from Proposition 4.6.5 and Definition 4.6.2. O
Proposition 4.6.7. Let {e1,ea,...,en} be a basis of V. Then the set

{S(ei, ®ei, @ @€, ) |1 <y <dp < -+ i <n
is a basis of Sym* V.

Proof. Define T'(k,n) = {(i1,42,...,ix) € NF|1 < iy < iy < --- < ip}. For this
proof, if J = (iy,ia,...,i1) € {1,2,...,n}*, denote ¢; def €, e, @ Qe In

the action of Sy on {1,2,...,n}* defined by

g - (il,ig, cee ,ik) = (ig—l(l), ia*1(2)7 ce ,2.071(@)

the set T'(k,n) contains exactly one representative from each orbit of this action.
This implies that {S(e;)|i € T'(k,n)} spans ImS = Sym" V.

Now we show that {S(e;)|i € T'(k,n)} is linearly independent. For any o € S,
and for any i € T'(k,n), the permuted pure tensor o - ¢; is another pure tensor with
the same number of e; basis vectors of a given index i. For any j € {1,2,...,n}* let
9(j) be the same k-tuple j, but reorganized into nondecreasing order. If the k-tuple
j consists of my 1s, ma 2s, and so on, define f(j) = mq!ms!---m,!. As the above
examples illustrate, for all i € T'(k, n),

S =r0 > e
Je{1,...n}kg(§)=i
Thus, in a linear combination

0= Y aSe)= > cufe

i€T(k,n) JE{L e}t
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we have cy(j) f(j) = 0 for all j € {1,...,n}* because {e;|j € {1,...,n}"*} is a basis
of V& However, f(j) > 1, so we deduce that ¢y = 0 for all j € {1,...,n}*. In

particular, ¢; = 0 for all i € T'(k,n). This establishes the linear independence.
We conclude that {S(e;) |i € T(k,n)} is a basis of Sym” V. O

Corollary 4.6.8. Let V be a vector space of dimension n. Then

dim Sym* V = <n+k 1>.
k
Proof. From Proposition 4.6.7, dim Sym” V is the cardinality of T'(k,n). This par-
ticular enumeration problem, of counting the number of nondecreasing sequences of
length k& with values in {1,2,...,n}, has a standard solution. Consider n + k slots.
We have a bag of n Xs and k£ Ys. Put an X in the first slot. Fill the remaining
slots with Xs and Ys. Because we insist on an X in the first slot, there are (”ﬂ’g*l)
ways to fill the slots. However, the set of fillings as described is in bijection with
our desired set of sequences in the following way. For any filling, let ¢; be the num-
ber of Xs that occur before the t’th Y. With this definition, the resulting k-tuple
(i1,%2,...,%%) is nondecreasing with 1 < i; < n. (Placing an X in the first slot
ensured that i; > 1.) Conversely, any nondecreasing sequence (iq, g, ..., i) leads
to a unique filling of slots that satisfies our parameters. The result follows. O

Given o € Symk V and 8 € Syml V', the tensor product a@ ® (3 is of course an
element of V®#+) but is not necessarily an element of Sym ™ V. However, it is
possible to construct a new product that satisfies this deficiency.

Definition 4.6.9. Let o € Sym” V and 8 € Sym' V. Define the symmetric product
between « and (3 as
1
Note that if @ and 3 are tensors of rank 1, then the product af is precisely the
symmetrization of a ® 3. However, a few other properties, which we summarize in
Proposition 4.6.11, of this symmetric product also hold. We need a lemma first.

Lemma 4.6.10. Let a € V¥F. [fS(a) =0, then S(a® B) = S(B® a) = 0 for all
tensors (. Furthermore, if S(a) = S('), then S(a ® ) = S(o/ ® B) for all tensors
3.

Proof. We first prove that if S(a) = 0, then S(av ® 8) = 0 for all tensors § of rank
I, and the result for S(8 ® «) follows similarly.

Let Sk be the subset of permutations in Siy; that only permute the first k
elements of {1,2,...,k + [} and leave the remaining [ elements unchanged. Define
the relation ~ on Sg4; as 7y ~ 7o if and only if 75171 € S. Since Sy, is closed under
taking inverse functions and composition of functions, it is easy to see that ~ is an
equivalence relation on Si4;.
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Let C be a set of representatives of distinct equivalence classes of ~. Then we
have

S(a® p) = Z (a®p) = Z ZTJ (a® p)

0ESK41 T€C o’'€Sy
:ZT~(( Z a’~a)®6) ZT ((Sa) ® B) = 0.
TeC o'eSk

For the second part of the lemma, suppose that S(a) = S(a’). Then S(a—a') =
0. Thus, for all tensors 3 we have S((a—a’)®3) = 0. Hence, S(a®8)—S(a/®8) =0
and the result follows. O

Proposition 4.6.11. Let V be a vector space of dimension n. The following hold:

1. The symmetric product is bilinear: for all a,ai, 00 € Sym®V, for all
B, B1, B2 € Sym' V, and X in the base field,

(al + 042)/8 = 0416 + 0[2,8, (AO{)ﬂ = A(0‘6)7
a(f1+ B2) = afi +afz,  a(AB) = A(aB).

2. The symmetric product is commutative: for all & € Sym*V and 8 € Sym'V,
af = Pa.

3. The symmetric product is associative: for all « € Sym"V, 8 € Sym®V, and
v € Sym' V, as an element of Sym" TV, we have

1
7! sltls(a@)ﬂ@’y)'

(aB)y =a(By) =
Proof. We leave part 1 of the proposition as an exercise for the reader.

For part 2, by Proposition 4.6.5, S(a ® /3) is invariant under the action of Sj;.
Consider the permutation og € Sk4; that maps the n-tuple (1,2,...,k + ) to
(k+1,...,k+1,1,...,k). In each pure tensor in an expression of a ® §, the action
oo(a ® B) moves (and keeps in the proper order) the vector terms coming from
in front of the terms coming from «. Hence, we see that og(a ® 8) = 8 ® «. Thus,
we conclude that

= ao(ad) = on (Sla @) ) = rSla s ) = as.

Thus, the symmetric product is commutative.
For part 3, by Corollary 4.6.6, since o is symmetric,

S(af) = (r + ) aff = %S(a ® B).
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Therefore, by Lemma 4.6.10, for all tensors v of rank t,

r+s)!
S(af®v) =S (( T,S,) (a®/3)®v) :

Consequently,

B B 1 (r+s)!

(@) = S P 2N = g e S(@@8) @)
1

- T!s!tls(a®ﬁ®v)'

It is easy to follow the same calculation and find that
1
a(By) = mS(a ®B®7),

which shows that («8)y = a(8y) for all tensors «, 3, and ~. O

By virtue of associativity, the symmetrization of a pure tensor S(vq Qvs®- - -Quy,)
is in fact

V102 - - - V.

We think of this element as a commutative “product” between vectors, which is
linear in each term. With this notation in mind, one usually thinks of Sym”* V as a
vector space in its own right, independent of V®* with basis

{eieiy e, | 1 <0 <idg <o+ <ig, <n}.

Furthermore, analogous to polynomials in multiple variables where the monomial
ryx?23y = 23y?23, any symmetric product vector e;,e;, - - - €;, is equal to another

expression on which the particular vectors in the product are permuted.

4.6.2 Alternating Product

We turn now to the alternating product, also called the wedge product. Many of
the results for the alternating product parallel the symmetric product.

Let V be a vector space of dimension n and let us continue to consider the action
of Sy on V¥ as described in Equation (4.45). Recall the sign of a permutation
described in Definition 4.5.6.

Definition 4.6.12. Let a € V®* be a tensor. We define the alternation of a to be

Ala) = > sign(o)(o - a).

g€Sk
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Example 4.6.13. Let V be a vector space. We consider tensors in V@V ® V.
We will consider permutations in S3, which has 3! = 6 elements. The identity
permutation has a sign of 1, permutations that interchange only two elements have
a sign of —1, and the permutations that cycle through the three indices have a sign
of 1.

Aler®es®e3) =e1 ®ea ez —ea@ep ®esz —e3® e ® ey
—e1Re3®extea®ez3®e; +ez3®e; e

In contrast,

Ale1 ®e1 ®er) =e1R@e1Qer—e1 Qe Qeg —ex ey ® e
—e1®ea®e +teg Ve Ve +ea2®e; ®ep =0

Proposition 4.6.14. Let v1 ® 02 ® -+ - @ vy, be a pure tensor in VEF. If v; = v; for
some pair (i,7), where i # j, then

Alvi @2 ® -+ - @ vg) = 0.

Proof. Suppose that in the pure tensor vi ® v2 ® - - - ® vk, we have v; = v; for some
pair ¢ # j. Let f € Sk be the permutation that interchanges the ith and jth entry
and leaves all others fixed. This permutation f is a transposition so sign(f) = —1.
Define the relation ~ on Sy, by o ~ 7 if and only if 770 € {1, f}. Note that
f2 = fof=1is the identity permutation, and hence, f = f~!. Because of these
properties of f, we can easily check that the relation ~ is an equivalence relation
on Sy.

Let C be a set of representatives for all of the equivalence classes of ~. If
a=v]®v2® - - vy, then f-a = a because v; = v;. Thus,

Ala) =) (sign(o)(0 - ) +sign(af)((0f) - @))

ocC

= (sign(o)(0 - a) —sign(o)(0 - (f - )))
oceC

= Z (sign(o)(o - @) —sign(o) (o - a)) =0 O
oeC

By construction, the alternation A defines a linear transformation A : V& —
vk,

Definition 4.6.15. The subspace of V& given as the image of A : V&F — V/®F ig
called the kth alternating product or the kth wedge product of V and is denoted by

NV
Proposition 4.6.16. The subspace /\k V' is skew-invariant under the action of Sk
on VO i.c., for all o € Sy and for all tensors o € /\k V', we have o -a = sign(o)a.
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Proof. (Left as an exercise for the reader.) O

Corollary 4.6.17. For all alternating tensors a € /\k V, we have A(a) = k! o

Proof. By Proposition 4.6.16,

Ala) = Z sign(o)o - o = Z sign(o)?a = k! a. O

o€ESE g€Sk

Proposition 4.6.18. Let {e1,ea,...,e,} be a basis of V.. Then the set
{A(eil ®€i2®"'®6¢k)‘1§i1 <lg < - < U STL}

is a basis of N\* V.

Proof. (The proof of this proposition is similar to the proof of Proposition 4.6.7
with the exception that A(e;, ® e;, ® -+ ®¢e;,) = 0 if iy = i; for some s # t. We
leave the proof as an exercise.) O

Corollary 4.6.19. Let V be a vector space of dimension n. Then

dim/k\V: <Z)

Proof. The proof of this corollary is similar to that of Corollary 4.6.8. However, we
need to devise a counting argument that enumerates all strictly increasing sequences
of length k with entries in {1,2,...,n}. Consider the scenario where we have n slots
and a bag of n —k Xs and k Ys. There are (Z) ways to fill n slots with the Xs and
Ys, by choosing the slots in which we put Ys. However, there is a bijection between
such fillings and our desired set of increasing sequences. For a given filling, define i;
as the number of Xs or Ys before or including the ¢tth Y. This is clearly an increasing
sequence with entries in {1,2,...,n}. Furthermore, any such increasing sequence
gives us a unique filling of the slots with Xs and Ys. The result follows. O

As in the case of the symmetric product, it is not hard to see that the tensor
product of alternating tensors is, in general, not another alternating tensor. How-
ever, it is possible to define a product between alternating tensors that produces
another alternating tensor.

Definition 4.6.20. Let V be a vector space, and let a € /\lc V and 8 € /\l V. We
define

a/\ﬁzﬁA(a@ﬁ)

so that a A 8 € /\k+l V. We call this operation a A 3 the exterior product or the
wedge product of a and .

Similar properties hold for the exterior product as for the symmetric product.
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Proposition 4.6.21. Let V be a vector space of dimension n. The following hold:

1. The exterior product is bilinear: for all a,aq,an € /\k V, B,B1,82 € /\l vV,
and X\ in the base field,

(a1 +a) AB=a1 AB+as AP, (M) A B = AaAp),
aAN(Br+B2) =aABr+aABa,  an(AB)=AaAp).

2. The exterior product is anticommutative in the sense that for all o € /\k \%
and B € /\l vV,
BAa=(—DFanpg.

3. The exterior product is associative: for alla € \"V, € N°V, and~y € /\t vV,
as an element of A"V, we have

(@AB)AY=aA(BAY) = A0 ® F D7)

Proof. Again we leave part 1 as an exercise for the reader.

For part 2, by Proposition 4.6.16, A(a ® ) is skew-invariant under the action
of Sk4;. As in the proof of Proposition 4.6.11, consider the permutation og € Sk
that maps the n-tuple (1,2,...,k+1) to (k+1,...,k+1,1,...,k). In each pure
tensor in an expression of a ® 3, the action og - (& ® 8) moves (and keeps in the
proper order) the vector terms coming from (3 in front of the terms coming from
a. Hence we see that op - (@ ® 8) = 8 ® a. Also, it is not difficult to see how oy
can be expressed using kl transpositions (permutations that interchange only two
elements), and therefore, sign(og) = (—1)*¥!. Thus, we conclude that

1 1
BAQZWA(ﬂ@)a):mA(UO'(O‘@B))

_ sign(ao)ﬁA(a ©8) = (—1)"a A B.

Part 3 follows in a similar manner to the proof of Proposition 4.6.11 with appro-
priate modifications, including an adaptation of Lemma 4.6.10 and using Corollary
4.6.17. O

By virtue of the associativity of the exterior product, the alternation of a pure
tensor A(vy @ v ® -+ - Q vg) is denoted by

v1 AV A A g,

where we often think of this element as an anticommutative “product” between
vectors. This means that

VI AV A ANV = —v1 AV A -+ Ay (4.46)

interchange ,j
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and also that for all o € Sy,
o-(vy Avg A+ Avg) =sign(o)vy Avg A+ Avg. (4.47)

With this notation in mind, we often think of /\k V' as a vector space in its own
right, independent of V®*, with basis

{61‘1/\61'2/\"'/\61',c | 1§i1<i2<---<ik§n}.

Example 4.6.22. Let V = R3, and let

1 3
v=1[-1 and W=1]0
2 2

be vectors in R®. Recall that dim /\2 V = 3. With respect to the standard basis in
A’V we have

TAW = (€1 — & + 2¢3) A (31 + 283)
=361 AN€1 +2E1 Né3 — 36 AéL — 2ex A\ €3 + 63 A\ €1 + 4€3 A €3
=2¢1 N€é3+3€1 N\ € —2e N\ ez — b€ A €és

= —4¢é1 N ez + 3€1 A éy — 2é5 A €3.

For the symmetric product, recall that dimSym?V = 6. With respect to the
standard basis in Sym? V, we have

—

U (é'l — e+ 263)(361 + 253)

—

1€1 + 2€1€3 — €€ — 2€2€3 + 6ezer + 4es€e3

3
3

é? + 46% — 3e1éy + 8e1€3 — 2é5¢3.

Proposition 4.6.23. Let V be an n-dimensional vector space over a field. Let v;
fori=1,...,m be m vectors in V where m < n. Let w; forj =1,...,m be another
set of vectors, with w; € Span(v;) given by wj =, ¢j;v;. Then

w1 Awa A= AWy, = (detejg)vr Ava A+ A Upy,.
Proof. This is a simple matter of calculation, as follows:
m m m
WL AW N+ - ANWyy = (Z Clilvi1> AN (Z 627;21]7;2> AN < Z Cmimvim> . (448)
i1=1 ig=1 =1

In any wedge product, if there is a repeated vector, the wedge product is 0. There-
fore, when distributing out the m summations, the only nonzero terms are those
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in which all the 4y,14s,...,4, are distinct. Furthermore, by Equation (4.47), any
nonzero term can be rewritten as

Vi, AUy Ao Ay, =sign(o)vr Avg A+ A vy,

where ¢ is the permutation given as a table by

<1 2 ... m)
oc=|. . . .
1 12 oo Zm

Furthermore, by selecting which integer is chosen for each i, in each term on the
right side of Equation (4.48), we see that every possible permutation is used exactly
once. Thus, we have

wi Awg A AWy, = Z sign(o)cio-1(1)C20-1(2) " ** Cmo—1(m) | V1 AV2 A=+ A,

ocSm

The content of the parantheses in the above equation is precisely the determinant
of the matrix (c;;) and the proposition follows. O

Example 4.6.24. Let V = R" with standard basis e;, where ¢ = 1,2,... ,n. By
Proposition 4.6.23, we have

— —

Vi AU A= AUy, =det |7 Vo -+ Up|ELANEA---ANE,.

By a standard result, the determinant det (171 Uy v+ Un) is the volume of the
parallelepiped spanned by {#7, ¥, , ¥, }.

Furthermore, if we consider the element e*! A---A&*™ € A" V* as an alternating
multilinear function on V', we have

SN NE(T,. . T) = (Z sign(a)a-(é“@---@é*")) (T1,...,7Tn)

o€Sk

| |
= det ﬂl 172 7771

Therefore, the element &*! A --- A ™ is often called the signed volume form on V.
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PROBLEMS

4.6.1. Let V = R3 and consider the linear transformation T': V — V given by
1 2 3
T@) =14 5 6|7
7 8 9

with respect to the standard basis of R3.

(a) Prove that the function S : A°V — AV that satisfies
5(171 A 172) = T(ﬁl) A T('Ug)

extends to a linear transformation.
(b) Peﬁermine the matrix of S with respect to the associated basis {71 A 7, 7A
k,k AT}
4.6.2. Repeat the above exercise but with Sym? V and changing the question accordingly.
4.6.3. Prove Proposition 4.6.16.
4.6.4. Prove Proposition 4.6.18.
4.6.5. Prove part 1 of Proposition 4.6.11.

4.6.6. Let V be a vector space over C of dimension n, and let T" be a linear transformation
T :V — V with eigenvalues \;, where 1 < ¢ <mn. Let S : /\2 vV — /\2 V be defined
by S(vi Awvz) =T (v1) AT (v2).

(a) Prove that the eigenvalues of S are A;A; for 1 <i < j < n.
(b) Prove that det S = (det )"~ .
(c) Prove that the trace of S is

s((Sa)-30)

i=1

4.6.7. Let V be a vector space over C of dimension n, and let T" be a linear transformation
T :V — V with eigenvalues \;, where 1 < i < n. Let S : Sym?>V — Sym?V be
defined by S(viv2) = T'(v1)T (v2).

(a) Prove that the eigenvalues of S are A;\; for 1 <i < j < n.
(b) Prove that det S = (det T)" .
(c) Prove that the trace of S is

% ((i,\i)zjté/\?).

i=1
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4.7 Algebra over a Field

We conclude this chapter by introducing the concept of an algebra over a field.
If the reader is not familiar with the technical term of “algebra,” she has already
encountered this algebraic structure both in this book and in previous study. The
reader surely is familiar with the word “algebra” used in a variety of contexts; the
precise definition for an algebra aligns with the casual use of the word. Furthermore,
introducing this notion here allows us to give a broader perspective on multilinear
algebra. In addition, we present the concept of a derivation, which plays a central
role in analysis on manifolds.

471 Algebras

Definition 4.7.1. Let K be a field. An algebra over K is a vector space A over K
equipped with a bilinear transformation A x A — A. The bilinear transformation
is usually called a product.

It is not uncommon to change the terminology slightly and refer to an algebra
on A. We say that an algebra is commutative (resp. associative) depending on
whether the product is commutative (resp. associative). Note that the bilinear
property implies that the product distributes over the addition.

A few common vectors spaces are in fact algebras. We consider a few examples.

Example 4.7.2. One of the first nontrivial examples of an algebra that mathemat-
ics students encounter is the vector space of R3 equipped with the cross product.
The properties that

for all i, 7, € R3 and for all ¢ € R establish that the cross product x is a bilinear
transformation. This algebra is neither commutative nor associative.

Example 4.7.3. In linear algebra, the operations of addition and scalar multipli-
cation on the set M, (R) of n x n matrices with coefficients in R makes it a vector
space. However, the operation of matrix multiplication on M, (R) is bilinear in each
entry, giving M, (R) the stucture of an algebra. This algebra is not commutative
but it is associative.

Example 4.7.4. The set of polynomials of degree n or less, or more generally the
set R[z] of all polynomials with coefficients in R, equipped with scalar multiplica-
tion, addition, polynomial multiplication, is an algebra. That is why the expression
“polynomial algebra” makes sense. Polynomial algebra over a field is both commu-
tative and associative.

Example 4.7.5. Let I be an interval of R. The set of continuous function C°(I,R),
and more generally the set of functions of any differentiability class, forms a vector
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space when we consider scalar multiplication and addition of functions. However,
by virtue of distributivity, multiplication of functions equips these sets with the
structures of an algebra over R.

The concept of an algebra allows us to recast some of our constructions con-
cerning tensor products into a broader perspective that will be useful later on. We
introduce the tensor, symmetric and alternating algebra on a vector space in tan-
dem. Let V be a vector space over a field K. In all the following cases, the product
of an element in K with anything else corresponds to scalar multiplicaiton.

1. The tensor algebra on V, denoted T*V is the infinite direct sum

V=PV =KaVeVeV)o(VaVeV)s:--
=0

with the bilinear product on T°V induced from ® : V& x V& — y®(stt)
and extended by linearity.

2. The symmetric algebra on V, denoted Sym V, is the infinite direct sum

SymV:@SymjvzK@V®Sym2V@Sym3V@-~-
§=0

with the bilinear product on Sym® V induced from - : Sym*V x Sym'V —
Sym*** described in Definition 4.6.9 and extended by linearity.
3. The alternating algebra on V', denoted AV, is the infinite direct sum

co 7 2 3
AVv=PAv=KkeveAveAve.
§=0

with the bilinear product on A°®V induced from the exterior product (Defini-
tion 4.6.20) A : A°V x A"V = A°T'V and extended by linearity.

As long as V is a nontrivial vector space, T°V and Sym V are infinite dimen-
sional. However, if V' is finite dimensional with dim V' = n, then /\’c V' is trivial for

k > n and 4
n 7 n
dm AV = dmAv=Y" (;‘) —on,
§=0

Jj=0
The tensor, symmetric and alternating algebras on a vector space are associative.
However, only the symmetric algebra is commutative.

Example 4.7.6. As an example of_»operations in T*V, suppose that V' = R3 with
basis {7, 7, k}. Let « =4+ 27— 37® k and let 8 = 7+ 37— k. The addition of @ and
B on T*V, after collecting like terms, is

a+B=11+5r—k—3’®k.
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The product follows from distributivity by

a@B=A+20-3T0k)® (T+3T—k)
=28+ 127 — 4k + 147+ 67 7T— 2R k — 217® k
—REkRT+ITVEQk
— 284260 — 4k +6TQT— 23Rk — Rk QT+ 3Tk @ k.

The tensor, symmetric and alternating algebras associated to a vector space are
examples of graded algebras, graded by N.

Definition 4.7.7. An N-graded algebra is a vector space expressed as

V=V,

jeN

where Vj is a vector space for all j € N and in which, for and j, k € N, the product
~has V; - Vi, C Vi

472 Generating Subsets

Recall that in linear algebra, if S is a nonempty subset of a vector space V, the
span of S consists of all linear combinations of elements in S, namely,

Span(S) = {ciu; + cous + -+ cpun | n €N* ¢y, ...,¢, € K, and uq,...,u, € S}.

It is an easy exercise in linear algebra to show that for any nonempty set S, the set
Span(S) is a subspace of V. We say that S spans V is Span(S) = V.

In contrast for algebras, if S is a subset of an algebra A, we define the subset
of A generated by S as the smallest subset T' of A that contains S, is closed under
multiplication by any scalar, closed under addition, and closed under the algebra
product. By distributivity of scalar multiplication, associativity of addition, and
distributivity of the product, the subset generated by S is a subalgebra of A. We
say that A is generated by the subset S if the subalgebra generated by S is all of
A.

Example 4.7.8. Consider the set K[z] of all polynomials of scalars from a field
K and consider the subset {1,z}. Using the product of = with itself produces the
infinite set {x,22,23,...}. By taking any finite sum of scalar multiples of elements
in {1,z,22,...} gives every polynomial. Consequently, {1, z} generates K[x] as an
algebra.

Example 4.7.9. Let V be a vector spaces with basis {u1,uz,...,u,}. It is not
hard to see that, using their respective products, the tensor algebra, the symmetric
algebra and the alternating algebra on V are all generated by {1, u1,usa,...,un}-
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4.7.3 Derivations

Among the examples of algebras that we presented above, consider the algebra
C>(I,R) of differentiable real-valued functions over an interval I of R. The deriva-
tive operator D on C*°(I,R) is a linear transformation. The derivative of a product
is not the product of derivatives but the derivative satisfies the product rule, also
called Leibniz’s law.

Definition 4.7.10. Let A be an algebra over a field K. A derivation on A is a
linear transformation D : A — A that satisfies Leibniz’s law,

D(ab) = D(a)b+ aD(b), for all a,b € A.
The set of all derivations on A is denoted by Derg (A).

Example 4.7.11. Let K[z] be the polynomial algebra. Define D : K[z] — K|z]
by
D(ana" + -+ + a1z + ag) = nayz™ + (n — Day—12™ '+ + aq7.

We recognize this as x times the derivative of the polynomial. We prove directly
that this is a derivation.

It is easy to see that D is a linear transformation. We need to check the Leibniz
rule. Let a(z) = ana™ + -+ a1+ ap and b(x) = bypz™ + - - - + bix + by. Assuming
a; =0if i <0 or i > n and similarly for the coefficients of b(z), then we can write
the product as

m-+n
a(x)b(z) = Z Z aib; | *
k=0 \i+j=Fk
So
m+n m—+n

D(a(@)b(x)) = 3 Z kaidy | = 5" [ S G4 audy |

k=1 k=1 \i+j=k
m—+n m—+n

_ k . k

= E ia;b; | ¥ + E jabj |
k=1 i+j=k k=1 i+j=k

= D(a(z z)D(b(x)).

This shows that D is a derivation.

Proposition 4.7.12. Suppose that an algebra A is generated by a subset S. Then
two derivations D1 and Dy are equal if and only if they agree on all elements of S.

Proof. By Problem 4.7.8, the set of derivations Derg (A) is a subspace of Homg (A4, A).

In particular D — D5 is a derivation. So Dy and Dy are equal as derivations if and
only if D = Dy — D5 is the trivial function. So it suffices to prove that a derivation
is trivial if and only if it maps all elements of S to 0.
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If D is trivial, it obviously maps all elements of S to 0. We need to prove the
converse. Suppose that D maps all elements of the subset S to 0. For all a € A,
0a = 0 = a0, where 0 is the zero vector of A. So

Yue S, Vee K, D(cv) =cD(v)=c0=0,
Vu,v € S, D(u+v)=D(u)+ D(w)=0+0=0,
Vu,v € S, D(uv) = D(u)v +uD(v) = 0v + 10 = 0.

Since D is trivial on all S and since having a 0 derivation is preserved with the
three operations that define A recursively from .S, then D is trivial on all of A. The

proposition follows. O
PROBLEMS
4.7.1. Let K be a field and let M, (K) be the set of n x n matrices with coefficients in

4.7.2.

4.7.3.

4.7.4.

4.7.5.
4.7.6.

4.7.7.

K. Define the bracket operation on M, (K) by [A, B] = AB — BA.
(a) Prove that M, (K) equipped with [, ] is an algebra.

(b) Prove that this algebra is neither commutative nor associative.

Prove the set of bilinear products on V is a vector space and show a canonical
isomorphism between the set of bilinear products on V and V@ V* @ V*.

Let V be a vector space over a field K. Prove that the direct sum of all tensor
products of type (r, s),

PPveev®,  wheeV® =Kand K@K =K,
r=0 s=0

is an algebra with the usual tensor product ® as the bilinear product.

Let V be a 2-dimensional vector space of K with basis {e1,e2}. Suppose that
S :V — V is a linear transformation. Define AS: AV — AV as

(/\ S)(c' + Per + e’ + c'er Aea) = ¢t +*S(er) + ¢*S(ea) 4+ ¢*S(er) A S(e).

(a) Prove that AS is a linear transformation.
(b) Suppose that with respect to the ordered basis (e1,e2) on V, the matrix

of Sis (¢ . Find the matrix of AS with respect to the ordered basis

b

d
(1,e1,e2,e1 Aez) on AV.

Repeat the previous exercise assuming that V' is a vector space of dimension 3.

Let I be an interval of R and consider the vector space C°°(I,R). Show that the
second derivative D? is not a derivation.

Let I be an interval of R. Consider the vector space C*°(I,R) and let D be the
derivative operator on C*°(I,R). Let g : I — I be a differentiable function.
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(a) Prove that D1 : C*(I,R) — C°°(I,R) defined by D1(f) = g- D(f) is a
derivation.

(b) Explain why D3 : C*°(I,R) — C*°(I,R) defined by D2(f) = D(f og) is not
a derivation.
4.7.8. Prove that Derg(A) is a vector subspace of Homg (A, A).
4.7.9. Let A be an algebra. Prove that Derx(A) is an algebra when equipped with the
bilinear transformation

[Dl,Dz] = D1 o D2 — D2 o D1.

[Hint: Use Problem 4.7.8.]
4.7.10. Let U be an open subset of R™ and consider the algebra C°(U, R) of smooth func-

tions on U. Let a;(x1,x2,...,%n) be smooth functions over U for i = 1,2,...,n.
Prove that

ai(z1,x Tn)m— + -+ an(z1,x QU)i

1 1,42y...,L4n 8$1 n 1,L42,...,L4n 8$n

is a derivation on C*°(U, R).
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CHAPTER 5

Analysis on Manifolds

In Chapter 3, we introduced the concept of a differentiable manifold as motivated by
a search for topological spaces over which it is possible to do calculus and ultimately
dynamics. The idea of having a topological space locally homeomorphic to R™ drove
the definition of a differentiable manifold. Subsequent sections in that chapter
discussed differentiable maps between manifolds and the differentials of such maps.
We used these to introduce the important notions of immersions, submersions, and
submanifolds as qualifiers of how manifolds may relate to one another.

The astute reader might observe that we have not so far made good on our
promise to do physics on a manifold, no matter how amorphous that expression may
be. As an illustrative example, consider Newton’s second law of motion applied to,
say, simple gravity, as follows:

mz" (t) = mg, (5.1)

where m is constant and § is a constant vector. the parametrized curve Z(¢) in R3
is called the trajectory and its acceleration vector £”(t) is also a vector function
in R3. In order for (5.1) to have meaning, it is essential that the quantities on
both sides of the equation exist in the same Euclidean space. Applying this type of
equation to the context of manifolds poses a variety of difficulties.

First, note that a curve in a manifold M is a submanifold v : I — M, where [
is an open interval of R, whereas the velocity vector of a curve at a point p is an
element of the tangent plane to M at p. Second, the discussion of differentials in
Chapter 3 does not readily extend to a concept of second derivatives for a curve in
a manifold. It is not even obvious in what space a second derivative would exist.
Consequently, it is not at all obvious how to transcribe equations of curves in R?
that involve &, Z’, and " to the context of manifolds.

Another difficulty arises when we try to express in the context of differentiable
manifolds the classical local theory of surfaces in R3 (as presented in [5, Chapter 5]).
It is not difficult to define the first fundamental form as a bilinear form on 7T, M.
However, since we do not view a given manifold M as a subset of any Euclidean
(vector) space, the concept of normal vectors does not exist. Therefore, there is no

179
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equivalent of the second fundamental form, and all concepts of curvature become
problematic to define (see Chapter 6 in [5]).

This chapter does not yet discuss how to do physics on a manifold, but it does
begin to show how to do calculus. We study in greater detail the relationship be-
tween the tangent space to a manifold M at p. Also, in order to overcome the
conceptual hurdles mentioned above, we introduce the formalism of vector bun-
dles on a manifold, discuss vector (and tensor) fields on the manifold, develop the
calculus of differential forms, and end by considering integration on manifolds.

In Chapter 4 we commented how geometers and physicists both use tensors but
usually with very different notations (usually called coordinate-free or coordinate-
dependent). This difference continues here as we use tensor fields on manifolds. If a
reader is already familiar with one or the other habits of notation, it is very useful
to recognize both as representing the same kind of object. However, we must begin
by introducing the vector bundle formalism.

5.1 Vector Bundles on Manifolds

A vector bundle over a manifold is a particular case of a fiber bundle over a topo-
logical space. As we do not need the full generality of fiber bundles in this book, we
refer the interested reader to [53] or [12] and present instead the specific formalism
of vector bundles.

Chapter 3 discussed tangent spaces to manifolds. To each point p € M, we
associated a tangent space. The elements of the tangent space are differential op-
erators of differentiable functions f : M — R. Despite their slightly more abstract
definition, such differential operators properly model the role of tangent vectors.
Since M is not a subset of some Euclidean space, the tangent spaces T, M are not
subspaces of any ambient space either. A manifold equipped with tangent spaces
at each point motivates the idea of “attaching” a vector space to each point p of a
manifold M. Furthermore, from an intuitive perspective, we would like to attach
these vector spaces, in some sense, continuously. The following definition formalizes
this perspective.

Definition 5.1.1. Let M"™ be a differentiable manifold with atlas A =
{(Uq, o) }acr, and let V' be a finite-dimensional, real, vector space. A vector bundle
over M of fiber V is a Hausdorff topological space E with a continuous surjection
m: E — M (called a bundle projection) and a collection ¥ of homeomorphisms
(called trivializations) 1 : Uy X V — 771(U,), satisfying

1. moyu(p,v) = p for all (p,v) € Uy x V and E, def 7~ 1(p) is homeomorphic
to V;

2. if Uy NUs # 0, then 45 0ty : (Ua NUs) x V = (Ua NUs) x V is of the form

U5 o Ya(p,v) = (p,08a(p)v),
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where 634 (p) : Uy NUg — GL(V) is a continuous map into the general linear
group (i.e., the set of invertible transformations from V to V).
The vector bundle is called differentiable (respectively, C* or smooth) if M is dif-
ferentiable (respectively, C* or smooth) and if all the maps 63, are differentiable
(respectively, C* or smooth) as maps between manifolds.

We point out that when V is a finite dimensional vector space of dimension n,
we can identify GL(V) as an open subset of the set R"*. Hence, GL(V) naturally
carries the structure of a differentiable manifold. It is in this sense that the functions
03, can be differentiable maps between manifolds.

A vector bundle whose fiber is one-dimensional is called a line bundle.

Vector bundles are often denoted by a single Greek letter £ or 7. The topological
space F is called the total space and denoted by E(€) while the manifold M is called
the base space and denoted by B(€).

Example 5.1.2 (The Trivial Bundle). Let M™ be a manifold with atlas A = {¢4 },
and let V be a real vector space. The topological space M x V is a vector bundle
over M. The trivialization maps ¢, are all the identity maps on U, x V and the
maps 8, are the identity linear transformation.

Example 5.1.3 (Infinite Mobius Strip). Consider the circle S' as a manifold with
the atlas {(Uy, ¢1), (Usz, ¢2)} defined by:
¢1: U =S' —{(1,0)} — (0,27), with ¢ (cosu,sinu) = u,
¢2: Uy =St — {(~1,0)} — (7, 37), with ¢a(cosu,sinu) = u.
So ¢ uses as a coordinate the angle around S' from (1,0), while ¢, also uses as a

coordinate the angle around S! starting (1, 0) but, with the value of the angle taken
in (m,3m). The transition map between these two charts is

P21 = ¢20¢1_1 2 (0,m) U (m,27m) — (m,2m) U (27, 37)
u+2r if0<u<m,
’_>
u ifm<wu<2m.

Now define the vector bundle ¢ of fiber R over S! as a total space F with the
surjective map 7 : E — S' defined by homeomorphisms v; : U; x R — 7= 1(U;) for
i =1,2, such that 15 o1y : (U3 NUz) x R — (U; NUs) x R is given by

1/)51 o %(p,”) = (pv 921(]9)(’0))

where

_ _17 1f0<¢1(p) <,
021 (p) = {1, if T < ¢1(p) < 2. (5:2)
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Note that 91 : UyNUs — GL(R) = R—{0} is constant on the connected components
of Uy NU; = St —{(1,0),(—1,0)} and hence is continuous and also smooth. The
function 65 is the inverse function of 051 so has the same properties.

We will show that the image M of the parametrized surface in R* described by

Y (u,t) = (cosu,sinu,tcos (g) ,tsin (g)) ,  with (u,t) € [0,27] x R

realizes this vector bundle &. The function @ : M — S' defined by projection
onto the first two coordinates in R*. Note that above each point p € S!, i.e., the
points of 771(p) are lines in R%. Furthermore, it is not hard to see that 7—1(U;) is
homeomorphic to U; x R for ¢ = 1,2, each of which we can visualize as an infinite
strip. If we define ¢; : U; x R — 7= 1(U;) as

Vi(p,t) =Y (64(p), 1),

then
Ya(p,t) =Y (d2(p), t) = Y(d21(d1(p)), 1)

Since ¢pqo(u) is always u + 27wk for k € {—1,0,1} and cosz and sinz are periodic
27, then
m(i(p; 1)) = w(Y (i(p), 1)) = p-

Furthermore, if 0 < ¢1(p) < m,

Pa(p,t) =Y (¢1(p) + 2w, t)
= (cos(¢1(p)),sin(¢1(p)), t cos(¢1(p) + ), tsin(¢1(p) + 7))
= (cos(¢1(p)),sin(¢1(p)), —t cos(p1(p)), —tsin(1(p))) = ¥1(p, —t),

while, if 7 < ¢1(p) < 27, we have ¥o(p,t) = Y(¢1(p),t) = ¥1(p,t). Consequently,

Pyt othi(p,t) = (p,021(p)(1))

for the transition functions g defined in (5.2).
The subset M is evidently not the cylinder S' x R. Furthermore, one can get
an intuition for this set as a Mobius band of infinite width.

The intuitive stance behind Definition 5.1.1 is that a vector bundle is not just a
manifold with a vector space V associated to each point but that the vector spaces
“vary continuously.”

Consider now a differentiable manifold, and consider also the disjoint union of
all the tangent planes to M at points p € M, i.e.,

I M ={(p.X)|p € M and X € T,M}.
pEM

The identity map i : M — M is certainly differentiable, and we calculate its dif-
ferential at a point p € U, N Ug in overlapping charts. Label the coordinate charts
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T = ¢o and T = ¢g. According to (3.13), the matrix of the differential of the

identity map is A
. oz’
[dzp] = <8xi p) )

and the reader should recall that the explicit meaning of this partial derivative is
given in (3.14). Given any pair of overlapping coordinate charts, this differential is
invertible so it is an element in GL,,(R) and corresponds to the maps 6.

We can arrive at this same result in another way. Consider the coordinate
systems defined by # and x over U, N Ug. The chain rule gives, as operators,

0 " 9zt 0
9571y = 2 527

oz’
i=1 P

(5.3)

P
(The subscript |, becomes tedious and so in the remaining paragraphs, we under-
stand the differential operators and the matrices as depending on p € M.) Recall
that by the chain rule (9x%/0z7) and (027 /0x*) are inverse matrices to each other,
so, in particular,

" 9zt Ozk &

« 027 Ox =9 (54)

where 5;“ is the Kronecker delta. Note that (5.4) follows from (5.3) by applying
0/0%7 to z*.

Let X € T, M be a vector in the tangent space. Suppose that the vector X has
coordinates a’ in the basis (9/0x7) and coordinates @’ in the basis (9/9z7). Using
Einstein summation convention, we have X = a/d/9z7. Then

9zt 9 0 ;02
X =a (&fj axi) a pre SO a a 9

—k
z

Multiplying by Er and summing over i, we obtain
x

ajz’f —_— 85:? _ Ox' 85& _ 85:? i — ik —
ox? 0xI Ox* 0x7 Ox* ox? J
This leads to the change-of-coordinates formula
oz .
—~k i
= —a". 5.5
3:17’ a ( )

The above calculations are important in their own right, but in terms of vector
bundles, they lead to the following proposition.

Proposition 5.1.4. Let M™ be a differentiable manifold. The disjoint union of all
the tangent planes to M
11 7,

peEM
is a vector bundle with fiber R™ over M.
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Proof. An element of TM is of the form (p, X,), where p € M and X, € T, M.
We point out first that the bundle projection 7 : TM — M is simply the function
7T(p, XP) =P

We have already seen that for each p € M, the matrix ((%Ek/ Oz’ ’p) is invertible.

It remains to be verified that this matrix varies continuously in p € M over U, NUg,
where z is the coordinate system over U, and Z is the coordinate system over Usg.

However, (855’“ /Bxi’p> is the matrix of the differential of Z o 2=! and the fact that

this is continuous is part of the definition of a differentiable manifold (see Definition
3.1.3). O

Definition 5.1.5. The vector bundle in Proposition 5.1.4 is called the tangent
bundle to M and is denoted by T'M.

There is an inherent difficulty in visualizing the tangent bundle, and more gen-
erally any vector bundle, to a manifold. Consider the tangent bundle to a circle.
The circle S! is a one-dimensional manifold that we typically visualize as the unit
circle as a subset of R2. Viewing the tangent spaces to the circle as subspaces of R?
or even as the geometric tangent lines to S' at p, we should view the union Up oM
as a subset of R2. This is not what is meant by the definition of TM. The spaces
T,M and T;M do not intersect if p # ¢. At best, if M is an embedded submani-
fold of R"™, then T,,M may be viewed as a subspace of a different Euclidean space.
Thus, for example, for the circle S, the tangent bundle T'(S') can be realized as an
embedded submanifold of R%. In fact, we can parametrize T'(S!) by

Y (u,t) = (cosu,sinu, —t sin u, t cos u) for (u,t) € ]0,27] x R.

Therefore, even in this simple example, visualizing the tangent bundle requires more
than three dimensions. Nonetheless, it is not uncommon to illustrate the tangent
bundle over a manifold by a picture akin to Figure 5.1.

Proposition 5.1.6. If M™ is a differentiable manifold of dimension m, and V is
a real vector space of dimension n, then a differentiable vector bundle of fiber V
over M 1is a differentiable manifold of dimension m + n.

Proof. Let E be a vector bundle of fiber V' over a differentiable manifold M with
the data described in Definition 5.1.1. Since V is isomorphic to R™, without loss of
generality, let us take V = R™. On each open set 7~1(U,) in the vector bundle E,
consider the function 7, defined by the composition

-1 .
o (Us) Y2y Uy x R 22209 g gn — gmn
where by ¢, X id we mean the function (¢, X id)(p,v) = (¢a(p),v). We prove
that the collection of functions {(7~1(U,),7)} is an atlas that equips E with the
structure of a differentiable manifold.
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Figure 5.1: Intuitive picture for a tangent bundle.

Since 7 is continuous, 71 (U,) is open and, by construction, the collection of
open sets W_I(Ua) cover E. The function ¢, : U, — V,, is a homeomorphism, where
V, is an open subset of R™. Therefore, it is easy to check that for each o € I,

b xid : Uy x R — V, x R™

is a homeomorphism. Thus, since 1, is a homeomorphism by definition, then
To = (o x id) 09! is also a homeomorphism.

Let (y,v) € ¢p(Us NUg) x R™, and let (p,v) = (¢5 x id) " (y,v) so that (p,v)
is in the domain of the trivialization for 1g. Then we calculate that

(Ta 075 1) (y,0) = ((¢a x id) 0 05" 0 g 0 (95" x id))(y, v)
= (d)oz o d)gl(y)v oaﬂ(p)'u)

because ¥, ! o ¥z(p,v) = (p, 0ap(p)v) by definition of a vector bundle.

At this stage, we must use the fact that 6,5 is a differentiable map between
the differentiable manifolds M and GL(R™). Since GL(R"™) inherits its manifold
structure as an embedded submanifold of R"z, the following quantities exist as
n X n matrices:

9(bap o ¢El)
oyt

To simplify notations, we set F' = 0,3 o cj)gl. Then a simple calculation for the

for1 <i<m.

function 7, o 5 1 as a function from R™*" into itself gives the following differential
as a block matrix:

[d(¢a o ¢El)y] 0
oF OF

[d(Ta © Tﬁa_l)(y,v)] =
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Furthermore, each of the entries in the above matrix is continuous. This shows
that all the transition functions 7 o 75 1 are of class C', establishing that the
differentiable vector bundle is indeed a differentiable manifold. O

It is not hard to see that by adapting the above proof, we can also show that
a C* (respectively, smooth) vector bundle is a C* (respectively, smooth) manifold.
However, we point out the following consequence for tangent bundles to a manifold.

Corollary 5.1.7. If M is a manifold of class C* and dimension m, then TM
is a manifold of class C*~1 and dimension 2m. Furthermore, if M is a smooth
mamnifold, then T M is a smooth as well.

Proof. This follows from the proof of the above proposition and the fact that the
linear transformation 6,4 is (0%’ /dz"), where (Z7) are the coordinates with respect
to ¢g and (z") are the coordinates with respect to ¢,. Therefore, in order for the
functions 0,5 to be of class C', the transition functions ¢g o ¢ ' must be of class
o+

The second claim of the corollary follows immediately. O

Example 5.1.8 (Tangent Bundle of R™). As we saw in Example 3.3.7, the tangent
plane to any point p in R™ is again R™. However, we can now make the stronger
claim that the tangent bundle of R™ is T(R™) = R™ x R™. We can see this from the
fact that R™ is a manifold that can be equipped with an atlas of just one coordinate
chart. Then, from Definition 5.1.1, there is only one trivialization map. Thus, the
tangent bundle is a trivial bundle.

Chapter 4 introduced various constructions associated to a vector space V,
namely the dual V*, the space V&P @ V*®4_ the symmetric product Symk V, and
the alternating product /\k V. Also, if we are given a vector space W of dimension
n, the direct product V @& W and the tensor product V ® W are new vector spaces.
In each case, if V and W are equipped with bases, there exist natural bases on the
new vector spaces.

Constructions on vector spaces carry over to vector bundles over a differentiable
manifold M in the following way. Let £ be a vector bundle over M with fiber V,
and let n be a vector bundle over M with fiber W. It is possible to construct the
following vector bundles over M in such a way that their bundle data are compatible
with the data for £ and n and the properties of the associated fiber:

e The dual bundle £*. The fiber is the vector space V*.

e The direct sum £ @ 7. The fiber is the vector space V @ W. The direct sum
is also called the Whitney sum of two vector bundles.

e The tensor product £ ® . The fiber is the vector space V @ W.

e The symmetric product Sym” ¢ for some positive integer k. The fiber is the
vector space Sym”* V.
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e The alternating product /\k§ for some positive integer k. The fiber is the
vector space \* V.

Each of the above situations requires careful construction and proof that they
are in fact vector bundles over M. We omit the details here but refer the reader to
Chapter 3 in [40] for a careful discussion of how to get new vector bundles from old
ones.

One of the first useful bundles constructed from the tangent bundle is the cotan-
gent bundle, TM*, the dual to the tangent bundle. Recall that if p € M™, U is an
open neighborhood of p in M, and z : U — R™ is a coordinate chart for U, then
the operators 5 5

def
O1y...,0m = Frsi ARl werl
form the associated basis of T, M. The cobasis for the dual bundle T}, M* is denoted
by

det, da?,..., da™, (5.6)

defined as the linear functions on 7, M — R such that

con N f1 =,
de'(9;) = dx (&Tj p>_5j_{0 if i # j. (5.7)

The dependence on the point p € M is understood by context.

Example 5.1.9. Consider a regular surface M in R3. M is an embedded two-
dimensional submanifold of R3. Consider the bundle TM* ® TM* over M. Via
a comment after Proposition 4.5.2, we identify TM* @ TM™* as the vector bundle
over M such that each fiber at a point p € M corresponds to the vector space of all
bilinear forms on 7T, M.

The formalism of vector bundles over manifolds may initially appear unneces-
sarily pedantic. However, since in general a manifold need not be given as a subset
of an ambient Euclidean space, it is only in the context of the tangent bundle on a
manifold that we can make sense of tangent vectors to M at various points p € M.
We discussed how to obtain new bundles from old ones so that it would be possible
to discuss other linear algebraic objects associated to the tangent bundle, such as
bilinear forms on T'M, as in Example 5.1.9.

The value for physics is that in order to study the motion of a particle or a
system of particles that is not in R™, then the ambient space for this system would
be a manifold. Without the structure of a differentiable manifold, we cannot talk
about differentiability at all. However, on a differentiable manifold, any kind of
differentiation will be given in reference to the tangent bundle. It is not hard
to imagine the need to do physics on a sphere, say when studying global earth
phenomenon but only looking at the surface of the earth. In some natural problems,
the configuration space (the space in which the variables of interest exist) is not
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a Euclidean space, and in this context, the equations of dynamics must take into
account the fact that the ambient space is a manifold. Perhaps the most blatant
examples of the need for manifolds come from cosmology, in which it is now well
understood that our universe is not flat. Therefore, doing cosmological calculations
(calculations on large portions of the universe) requires the manifold formalism.

PROBLEMS

5.1.1.

5.1.2.

5.1.3.

5.1.4.

5.1.5.

5.1.6.

5.1.7.

Consider the unit sphere S? equipped with the oriented stereographic atlas {7n,Ts}
described in Examples 3.7.3 and 3.1.4. Explicitly describe an atlas for the tangent
bundle T(S?) as a manifold and write down the transition functions for this atlas.

Normal Bundle. Consider a regular surface S in R®. At each point p € S, let N(p)
be the set of all normal vectors. Explicitly show that the points in S, along with
its normal vectors at corresponding points, form a vector bundle (in fact a line
bundle). Suppose that for each coordinate patch U, parametrized by X (u,v) we
define 1, : Ua x R — wfl(Ua) as

Ya(p,t) = p + tXu(uo, v0) x Xo(uo, vo),
where p = X (uo,v0). Determine the functions 6z, between different trivialization

maps. (This vector bundle is called the normal bundle.)

Normal Bundle. Let M™ be a differentiable manifold embedded in R™ where
m < n. For all p € M, let N, be the orthogonal complement to 7, M in R".
Prove that the disjoint union of all N, subspaces is a vector bundle over M. (This
vector bundle is called the normal bundle to M and generalizes the situation in the
previous exercise.)

In the study of dynamics of a particle, one locates the position of a point in R?
using its three coordinates. Therefore, the variable space is R®. Explain why the
variable space for a general solid object (or system of particles rigidly attached to
each other) is R3 x SO(3). In particular, explain why we require six variables to
completely describe the position of a solid object in R3.

Provide appropriate details behind the construction of the Whitney sum of two
vector bundles.

Consider the real projective space M = RP". We view RP" as the set of one-
dimensional subspaces of R™™!. Consider the set {(V, %) € RP™ x R"*! | @ € V'}.

(a) Show that this is a line bundle.
(b) Show that this line bundle is not the trivial bundle.

(This bundle is called the canonical line bundle on RP™.)

Consider the following parametrization for a torus S* x S' as a subset of R?
X (u,v) = ((2 + cosu) cos v, (2 + cosu) sinv, sinu),

for (u,v) € [0,2n] x [0,27]. Using X, given the associated parametrization of the
manifold T(S! x §') as a subset of RC.
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5.2 Vector and Tensor Fields on Manifolds

5.2.1 Vector and Tensor Fields

Definition 5.2.1. Let £ be a vector bundle over a manifold M with fiber V', with
projection 7 : E(§) — M. A global section of £ is a continuous map s : M — FE(§)
such that m o s = id),, the identity function on M. The set of all global sections
is denoted by T'(§). Given an open set U C M, we call a local section over U a
continuous map s : U — E(&) such that m o s = idy. The set of all local sections

on U is denoted by T'(U; €).

Note that sections of a vector bundle (whether local or global) can be added
or multiplied by a scalar in the following sense. If s1,s5 € T'(U;€&), then for each
p € U C M, s1(p) and s»(p) are vectors in the same fiber 7=1(p). Consequently,
for any scalars a,b € R, the linear combination as;(p) + bs2(p) is well defined as an
element in 7=1(p).

Definition 5.2.2. Let M be a differentiable manifold. A global section of T'M is
called a wvector field on M. In other words, a vector field associates to each p € M
a vector X (p) (also denoted by X,) in T, M. The set of all vector fields on M is
denoted by X(M). A vector field X is said to be of class C* if X : M — TM is a
map of class C* between manifolds.

We point out that if U is a open subset of a smooth manifold M, then a vector
field X € X(U) is a derivation on C*°(U,R).

Example 5.2.3 (Metric Tensor of a Surface). Let M be a regular surface in R3. In
the local theory of regular surfaces in R3, the first fundamental form (alternatively
called the metric tensor) is the bilinear product g = I,(-,-) on T,,M obtained as the
restriction of the dot product in R? to the tangent plane T, M. Therefore, with the
formalism of vector bundles and using Example 5.1.9, the first fundamental form
is a section of TM* @ TM*. In fact, since I,(-,-) is symmetric and defined for all
p, independent of any particular basis on TM™* ® T M*, then the metric tensor is a
global section of Sym? TM*.

Let p be a point of M, and let U be a coordinate neighborhood of p with
coordinates (z!,22). This coordinate system defines the basis

de! @ dzt, dat ® da?, d2? @ daot, do? @ dx?

on T,M* @ T, M*. Furthermore, each basis vector is a local section in I'(U, TM* ®
TM*). The coefficient functions g;; of the metric tensor are functions such that, as
an element of I'(U, TM* ® TM*), the metric tensor can be written as

g= glldxl @ dz' + glgdxl ® dz? + ggldzz ®dzt + 922dx2 ® da?.

Definition 5.2.4. A tensor field of type (r,s) is a global section of the vector
bundle TM®" @ TM*®5. The index r is called the contravariant index, while the
index s is called the covariant index.
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Let A be a tensor field of type (r, s) on a manifold M™. Over a coordinate patch

U of M with coordinates (z*, 22, ...,2"), we write the components of A as A;llng
This means that Ajllzlef are n"T* functions U — R such that with respect to the

basis on T, M®" ® T, M*®*,

ivigevin O 0 0 . . .
A= Aj11j22~-j5 Dpir ® e R ® % ®Rdr’ @de’? ® - ® dade.

If U’ is another coordinate patch on M with coordinates (z!,22%,...,2"), we

label the components of A in reference to this system as Af’lllg?f,'l'fr. Again, these
components are a collection of n"** functions U’ — R. On the intersection U N U,
both sets of components describe the same tensor but in reference to different bases.

By Proposition 4.5.2, the components of A change according to

=k1 9=k =k, j j s
Ak1k2"'k3r o 533 1 593 2 o 8x 3x91 83}92 o 8:10] AiliZ“‘ir (5 8)
Lilzls ™ 9pin Ggpie Oxir OTh OFle Opls TId2ds” :

As anticipated by the comments in Section 4.5.4, we have generalized the notion
of tensors in R™ to tensor fields over a manifold M.

As a point of terminology, a vector field on a manifold is a tensor field of type
(1,0). In contrast, a tensor field of type (0, 1) is often called a covariant vector field,
or shorter, a covector field. We call any tensor field of type (r,0) a contravariant
tensor field, and any tensor field of type (0, s) is called a covariant tensor field.

5.2.2 Operations of Tensor Fields

Referring to the multilinear algebra developed in Section 4.4, there exist a number
of natural operations on tensor fields. Let M be a differentiable manifold. Let A
be a tensor field of type (r,s) and let B be a tensor field of type (k,¢) on M. We
define the tensor product of A and B as the tensor field of type (r+k, s+ ¢) defined
by

(A®B),=4,® B, for p e M.

In this sense, the ® operator is a bilinear transformation
® 1 T(TM®" @ TM*®%) x T(TM®* @ TM*®') = T(TM®+h) @ TA+@E+0),

Let X € X(M) be a differentiable vector field on a manifold M and let A €
[(TM®" ®TM*®%) be a tensor field on M. Then the contraction operation between
X and A is the linear transformation

X(M) ® D(TM®" @ TM*®®) = T(TM®" ® TM*®(S_1))

defined by contraction on the first covariant index of A. This is also denoted by
ix A, where we view ix as a linear transformation T(TM®"@TM*®%) — I(TM®"®
TM*®E=1),
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5.2.3 Push-Forwards of Vector Fields

We remind the reader that a tangent vector field X on a manifold M is such
that, at each point p € M, we have a differential operator on real-valued functions
X, : CY(M,R) — R. So a vector field is a function of both p € M and f € C'(M,R).
If we apply X to the function f first, then we can think of a vector field as a mapping
X : CY(M,R) — C°(M,R) via the identification

Xf=(p—= Xp(f) (5.9)

Over a coordinate chart U of M with coordinate system (z!,22,...,2"), we write

X, = X' (p)ds,
=1

so the real-valued function X f on M is defined by

of
oz’

(Xf)(p) =ZXi(p)

p

Recall from the definition of the differential, if ' : M — N is a differentiable
map and X is a vector field on M, then for each point p € M we define the vector
F.X, = dF,(X,) € Tp N as the push-forward of X by F. Unfortunately, this does
not in general define a vector field on N. If F' is not surjective, there is no natural
way to define a vector field associated to X on N — F(M). (Even proposing to define
the push-forward vector field to 0 on N —F (M) would not ensure a continuous vector
field on N.) Furthermore, if F' is not injective and if p; and py are preimages of
a point ¢ € F(M), then nothing guarantees that F,.(X,,) = Fi(X,,). Thus, the
push-forward is not well defined in this case either. However, we can make the
following definition.

Definition 5.2.5. Let M and N be differentiable manifolds, let F': M — N be a
differentiable map, let X be a vector field on M, and let Y be a vector field on N.
We say that X and Y are F-related if F.(X,) = Yp(p) for all p € M.

With this terminology, the above comments can be rephrased to say that if X
is a vector field on M and F : M — N is a differentiable map, then there does not
necessarily exist a vector field on N that is F-related to X.

Proposition 5.2.6. Let F': M — N be a differentiable map between differentiable
manifolds. Let X € X(M) andY € X(N). The vector field X is F-related to Y if
and only if for every open subset U of N and every function f € C*(U,R) we have

X(foF)=(Yf)oF.
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Proof. For any p € M and any f € C'(U,R), where U is a neighborhood of F(p),
by Proposition 3.4.2 we have

X(foF)(p) = Xp(f o F) = dFp(Xp)(f) = Fu(Xp)(f)-

On the other hand,

(Yf)e F)(p) = (YF)(F(p) = Yrp) f-

Thus, X(f o F) = (Y f) o F is true for all f if and only if F.(X,) = Yp(,) for all
p € M. The proposition follows. O

Though in general vector fields cannot be pushed forward via a differentiable
map, we show one particular case in which push-forwards for vector fields exist.

Proposition 5.2.7. Let X € X(M) be a vector field, and let F : M — N be a
diffeomorphism. There exists a unique vector field Y € X(N) that is F-related to
X. Furthermore, if X is of class C* and F is a diffeomorphism of class C*, then
soisY.

Proof. In order for X and Y to be F-related, we must have F. X}, = Yp(,). There-
fore, we define Y, = F.(Xp-1(q). Since F' is a diffeomorphism, the association
g — Yy is well defined. However, we must check this association is continuous
before we can call it a vector field.

If (x%) is a coordinate system on a neighborhood of p = F~1(q) and if (y’) is a
coordinate system on a neighborhood of g, then the coordinates of Y, are

Y. = oF ( i
LA P A P 1

Finally, if F~! and X are of class C*, then by composition and product rule, the
global section N — TN defined by q + (q,Y,) is of class C*. O

Definition 5.2.8. If X € X(M) and F : M — N is a diffecomorphism, then the
vector field Y in Proposition 5.2.7 is called the push-forward of X by F and is
denoted by F,X.

5.2.4 Integral Curves and Flows

As we promised in the introduction to this chapter, vector bundles on a manifold
allow for the possibility of doing physics on a manifold. We begin to see this through
the existence of trajectories in what we might view as a velocity vector field.

Let 6 > 0, and let v : (—4,d) — M be a differentiable curve on M™. Recall that
we must understand v as a differentiable function between manifolds. Let X be a
vector field on M so that for each p € M, X, is a tangent vector in T, M. Referring
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to Example 3.4.3 for notation, the curve -y is called a trajectory of X through p if
~(0) = p and

def d
V() . (dt]) — X, (5.10)

for all t € (=6,0). A trajectory is also called an integral curve of the vector field X
because it solves the differential equation represented in (5.10).

If  : U — R" is a coordinate patch of M around p, it is by definition a
diffeomorphism with z(U). Hence, the push-forward z.(X) is a vector field on
z(U). Call this G, so 2, X = G : z(U) — R™. Call @: (—4,8) — x(U), the curve
with &(t) = (z o )(t). Then applying x, to (5.10) gives

dc

%:é@m.

d

LY <dt t> = (x*X)xo'y(t) —
Consequently, (5.10) is equivalent (locally) to an ordinary differential equation in
R™. Theorems of existence, uniqueness, and continuous dependence on initial con-
ditions for ordinary differential equations carry over to the context of differentiable
manifolds. (See for example Sections 7 and 35 in [3] for the classic results in this
area.) Instead of proving the difficult theorems behind the following application to
differentiable manifolds, we restate [52, Theorem 5, Chapter 5].

Theorem 5.2.9. Let M be a differentiable manifold of class C* with k > 2, and let
X be a vector field on M of class C*. Let p € M. There exists an open neighborhood
V. € M of p and a positive real § > 0 such that there is a unique collection of
diffeomorphisms @z : V. — (V) for |t| < § with the following properties:

1. o =1idy, i.e., wo(q) =q for allge V.

2. ¢:(=0,0) x V. — M, defined by p(t,q) = ¢4(q), is C*.

3. If |s| < 0, [t] < 0, and |s +t| < 0, and both q,0i(q) € V, then psii(q) =

©s ° pi(q)-

4. If g € V then
dp

ot
in other words, for ¢ small enough, the curve v : (—e,e) — M defined by
() = @i(q) is a trajectory of X, i.e., satisfies v'(0) = X,.

= X¢(t7q); (5.11)

Definition 5.2.10. The function ¢ : (=6,0) x U — M is called the flow of X on
M near p.

Figure 5.2 depicts a vector field X on two-dimensional manifold M (embedded
in R?). The black curve is a particular trajectory since every tangent vector to the
curve at p (a point on the curve) is parallel to X,. To be precise, the shown curve
is only the locus of the trajectory since the trajectory itself is a curve parametrized
in such a way that the velocity vector at each point p is exactly X,.
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Figure 5.2: A vector field on a manifold.

According to Definition 3.3.1, the last condition of Theorem 5.2.9 means that
X4 = D,. Thus, for all real-valued differentiable functions f on a neighborhood of
q,

d

(XF)a) = Xo(f) = Dy(f) =

w L (5.12)

(f(r()],— = lim

This equation simplifies many calculations, as we will soon see.

Example 5.2.11. As an example of a flow using this differential geometry notation,
consider the Euclidean plane M = R? and the vector field X = —yd, + z9,. Recall
that the notation dp /0t means ¢.(9/dt). Furthermore, ¢ : (—§,9) x R? — R? and,
with respect to the standard basis on the tangent plane of R? the matrix of ¢, is

o' 0ot O

(] = 38(;2 88;2 3832
ot oxr oy

The vector 9/0t is the first basis vector of that tangent space to a point of (-4, J) x
M. Thus, (5.11) means in components with respect to the basis {09,,0,},

0!
ae | = (20) = (5)
o | ~ \zo o)\t )"
ot
This implies that
62<p1 _ a<p2 _ L

o2 ot
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Using techniques to solve linear second order differential equations with constant
coefficients, we see that ¢!(¢,r,y) = Acost + Bsint, where A and B are functions
of x and y. Since ¢? = —dp'/0t, we have p?(t,z,y) = Asint — Bcost. However,
the condition that ¢o(g) = ¢ for all ¢ € M means for this function that A = z and
B = —y. Thus, we find that

rsint + ycost

o(t, z,y) = (

xcostysint)

It is not hard to check that the trajectories for the flow of this vector field X consists
of circles centered at the origin.

PROBLEMS
5.2.1. Let M = S? be the unit sphere and let U be the coordinate patch parametrized by
—1, 1 2 Lo 02 o0 1 . 2 2
x (u,u”) = (cosu sinu’,sinu sinu”,cosu”)
with (u',u?) € (0,27) x (0,7). Let X = cosu'sinu?d; + sinu’sinu?da, Y = 1,
and Z = sinu20; be vector fields over U.

(a) Show that X and Z can be extended continuously to vector fields over all of
M.

(b) Show that ¥ cannot be extended continuously to a vector field in X(M).

5.2.2. Let S be a regular surface in R3, and let X be a vector field on R3. For every
p € S, define Y, as the orthogonal projection of X, onto 7,,S. Show that Y is a
vector field on S.

5.2.3. Suppose that M is the torus that has a dense coordinate patch parametrized by
™ (u,v) = ((3 + cosv) cosu, (3 + cosv) sinu, sinv).

Consider the vector field X = —29/0x + £3/0z € R3. In terms of the coordinates
(u,v), calculate the vector field on M induced from X by orthogonal projection,
as described in the previous exercise.

5.2.4. Let M = S! x S* x S! be the 3-torus given as an embedded submanifold of R* by
the parametrization

 (u, v, w) — ((4 + (2 + cosu) cosv) cosw, (4 + (2 + cosu) cosv) sinw, (2 + cosu) sin v, sin u).

Consider the radial vector field in R* given by Z = z'9; + 2202 + 2393 + 2*0,. In
terms of the coordinates (u,v,w), calculate the vector field X on M induced from
Z by orthogonal projection of Z, onto T, M for all p € M.

5.2.5. Find a vector field on S? that vanishes at one point. Write down a formula expres-
sion for this vector field in some coordinate patch of SZ.
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5.2.6. Referring to Problem 5.2.1, prove that the flow of Z is

u! + tsin u?
i(u1,u2) = 2 .

u

5.2.7. Prove that T'S® is diffeomorphic to S* x R.

5.2.8. Let M be any differentiable manifold. Show that X(M) is an infinite-dimensional
vector space.

5.3 Lie Bracket and Lie Derivative
5.3.1 Lie Bracket

Consider a C%2-manifold M and let X be a differentiable vector field over M. Recall
that to call a vector field differentiable it means that the function X : M — T'M is
a differentiable map, or equivalently over any coordinate chart, the corresponding
components X’ of X are differentiable functions M — R. With the above interpre-
tation of a vector field on M, we can talk about the functions Y (X f) or X (Y f),
where X and Y are two differentiable vector fields on M. However, neither of the
composition operations XY or Y X leads to another vector field.
Letting X = X%9; and Y = Y79;, for any function f € C?(M,R), we have

XYFH=XWV0;f)=X'0(YI0;f) = X' 0,YI0; f + X'Y70,(0; f). (5.13)

Thus, we see that f — X (Y f)(p) is not a tangent vector to M at p since it involves
a repeated differentiation of f. Nonetheless, we do have the following proposition.

Proposition 5.3.1. Let M be a C%-manifold, and let X andY be two vector fields
of class Ct. Then the operation f — (XY — Y X)f is another vector field.

Proof. Since the second derivatives of f are continuous, then the mixed partials
with respect to the same variables, though ordered differently, are equal. By using
Equation (5.13) twice, we find that

of

(XY =YX)f = (X'0Y70;f) = (Y79, X'0.f) = (X'0Y7 =Y'9:X7) 5.

Since for all j = 1,...,n the expressions in the above parentheses are continuous

real-valued functions on M, then (XY — Y X) has the structure of a vector field.
We leave it as an exercise for the reader to show that the coordinates of (XY —

Y X) change contravariantly under a basis change in T), M. O

Definition 5.3.2. The vector field defined in Proposition 5.3.1 is called the Lie
bracket of X and Y and is denoted by [X,Y] = XY —Y X. If X and Y are of class
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C™ with n > 1, then [X,Y] is of class C"~!. Also, if X and Y are smooth vector
fields, then so is [X,Y]. More precisely,

(X, Y]p(f) = Xp (Y f) = Yp(Xf) (5.14)
for all p € M and all f € C%(M,R).

The proof of Proposition 5.3.1 shows that, in a coordinate neighborhood, if

X = X'0; and Y = Y79;, the Lie bracket is

[X,Y] = (X0, —Y'0,X7)0;. (5.15)
This formula gives a coordinate-dependent definition of the Lie bracket, while (5.14)
is a coordinate-free definition.

Example 5.3.3. Consider the manifold R3 — {(x,y,2)|z = 0}, and consider the
two vector fields

The one iterated derivation is

XYf= (xya%q_%aéy_gyz?)%)(af

O*f of
oy + Y5 +zy(x +y)

of

82 2
;1 10f
0x0z  z0ydxr =z 0z

>*f 5 O°f >*f
— 3yz —.
Oydz 0z0x 022
The expression Y X f has exactly the same second derivative expressions for f, and
upon subtracting, we find that

:xy

— 3y (x +y)

1
+;(x+y)

o 1 s,
[(X,Y]= (XY -YX) = Yo T ?(a?qu)ay

The Lie bracket has the following algebraic properties.
Proposition 5.3.4. Let X, Y, and Z be differentiable vector fields on a differen-

tiable manifold M. Let a,b € R, and let f and g be differentiable functions M — R.
Then the following hold:

1. Anticommutativity: [Y, X] = —[X,Y].

2. Bilinearity: [aX +bY, Z] = a[X, Z]+b]Y, Z] and similarly for the second input
to the bracket.

3. Jacobi identity: [[X,Y],Z] + [[Y, Z], X] + [[Z, X],Y] = 0.
4. [ X, gY] = fglX, Y]+ fX(9)Y — gY(f)X.

Proof. (The proofs of these facts are straightforward and are left as exercises for
the reader.) O

1 N 0
+ (osy+;+9yz (z+y))$
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5.3.2 Lie Derivative of Vector Fields

A key concept in analysis is the ability to take derivatives. We have studied differ-
ential operators of functions f : M — R. However, a central theme of analysis on
manifolds pertains to defining operators on vector fields and tensor fields that be-
have like derivatives. Though we begin this theme here, we revisit it in Section 5.6
and in Section 6.2.

Suppose that f is a differentiable function on some open set U of R™, let p € U
and let V' be a vector in R™. In calculus, assuming that v is a unit vector, we define
the directional derivative of f along v at p by

d

S+ 1),y = lim = (Fp+ ho) — (),

We can extend this concept to vector fields in a natural way. If X is a differentiable
vector field on U, then the directional derivative of X at p along v is

d .1
(s )], = lim o-(X(p + hv) = X(p)),
For each vector V, this defines a new vector field on R™. If the Cartesian coordinate
functions of X are X?, then the ith component of the directional derivative is

oX't
oz

d, .. 4
G @ ol )]y = |

dt

This notion does not easily generalize to manifolds because the Euclidean space
is both a manifold and a vector space. Furthermore, identifying 7),R™ with R™ for
all p allows the expression X (p+tv)— X (p) to have meaning. In a general manifold,
Xpitv and X, are in different tangent spaces, so taking their difference makes no
sense. However, using the push-forward of a “backwards flow” we can propose an
operation that makes sense.

Definition 5.3.5. Let M be a C?-manifold and let X € X(M) be a C? vector field
on M and let ¢; be the flow of X on M.

1. If f € CY(M,R), we define the Lie derivative of f by X as the function
Lxf < Xf.

2. IfY € X(M) is another differentiable vector field, we define the Lie derivative
of Y by X as the vector field LxY with

det d 1

(LXY)p = %(@—t)*(yﬁﬂt(?))h:o = }ILIL% E(((‘P—h)*y)P - YP) (516)

Figure 5.3 illustrates the definition of the Lie derivative by depicting the trajec-
tory of X through p as well as the trajectories of Y through p and ¢;(p).

By Theorem 5.2.9, the flow exists for small ¢ # 0 and (p_¢).Y,,, () is a vector
in T, M so the difference of vectors in (5.16) is well-defined. To clarify notation,
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Ph (p)
w(t,p)

Figure 5.3: Illustration of (5.16).

(0—t)« (Y, (p)) is the differential of ¢ _; applied to the tangent vector Y, (,, while
((p—1)+Y), is the push-forward of the vector field Y by the diffeomorphism ¢_,
then evaluated at p. The above definition claimed that LxY is a vector field; we
need to prove it.

Proposition 5.3.6. Let M be a manifold of class C* and let X be a vector field of
class C* on M andY a vector field of class C* on M. Then LxY is a vector field
on M of class C", where r = min(k —2,¢ —1). If the manifold and vector fields are
smooth, then so is LxY .

Proof. Let ¢ be the flow of X on M. By Theorem 5.2.9(2), the flow ¢ : (=4,d) x
M — M is of class C*. Let p € M and let (U,x) be a coordinate chart of a
neighborhood of p. There exists a domain (—¢,¢) x Uy with p € Uy such that ¢
maps (—¢,¢) x Uy into U. Write ¢! = 2% 0 ¢ as the component functions of the flow
in U. The components of the matrix of the differential (¢_¢)« : Ty, (M — T, M
are

Dot (—t, w(tp))

.1
B (5.17)
Consequently, if Y = Y79, over U, then
DY, oy = PGPy | 1
(oY = APy 1, ) 2| (5.18)

We obtain LxY by taking the derivative of the component functions in (5.18) with
respect to ¢ and setting ¢t = 0. The functions Y7 are of class C*, o(t, p) of class C*
and 9p'/0x? of class CF~1, so taking the derivative with respect to ¢ decreases the
differentiability class by 1. The result follows. O

Example 5.3.7. As a specific example of using (5.16), let us revisit Example 5.2.11,
where M = R? and X = —yd, +29,. In standard coordinates with respect to these
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bases,

(2,y) = xrcost+ysint and ), = cost  sint
P\ Y) = —xsint + ycost P=t)+ = _gint cost)"

This example is particularly simple because (p_;), is independent of (x,y). Hence,
the matrix in (5.17) is the same as (p_¢). expressed here. Then for a vector field
Y, with component functions Y!(z,y) and Y?2(z,y), using (5.18) we get

(o 0)a(Y. ) = cost sint) (Y!(xcost —ysint,xsint + ycost)
P=t)+Woiey) =\ _gint  cost Y?(zcost — ysint,zsint + ycost) )

There are a few other natural ways we can bring two nearby vectors into the
same tangent space in order to perform a limiting difference. However, they turn
out to be equal to that given in (5.16). We leave it as an exercise to the reader to
prove the following proposition.

Proposition 5.3.8. If X and Y are differentiable vector fields on a C?-manifold,
then

1 1
(LxY), = lim 7 (Yp = (en)« (Yo ) = Lim 7 (Yonm) — (0n)«(Yy)) -

We usually understand an operator on functions to be a differential operator if
it is linear and satisfies an appropriate Leibniz rule (product rule). The following
proposition shows this is the case for the Lie derivative.

Proposition 5.3.9. Let X, Y, and Z be vector fields on a differentiable manifold
M and let f: M — R be a differentiable function. Then

1. Lx(Y+Z)=LxY + LxZ;

2. Lx(fY)=(Lxf)Y + f(LxY).
Proof. Part (1) follows immediately from the linearity properties of (¢—_¢)« and of

the derivative operator d/dt.
For Part (2), if ¢, is the flow of X on M, then

Lx(FY) = T 1 (9-1)- (T )gu) — (FV))

= lim (o) (F(n ()Y 0) ~ FDIY;)

= lim 5 (Fen®) (@ 1) (Vo) — FBIY5).

h—0

Then using the typical trick to prove the product rule gives

Lx(FY) = Jim 5 (F@nE) 01+ (V) — F@n)(1) + lim 5 (Fen(p))(¥y) ~ F()Y;)

h—0

= (Jim o) ) Jim 3 (oo (V) = Y30 + (fim 37 o) = 160 ) Y,
= f)(LxY)p + (X [)()Yp-
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The formula follows from the definition Lx f = X f. O

With the identities of Proposition 5.3.9, we can calculate the coordinate-dependent

formula for the Lie derivative, which leads to the following interesting result.
Theorem 5.3.10. Let X and Y be C? vector fields on a C?-manifold M. Then
LxY =[X,Y].

Proof. Let p € M and let (U,z) be a coordinate chart on a neighborhood of p.
Suppose that X = X?9; and Y = Y0; in coordinates over this chart and let ¢;(x)
be the flow of X over U.

We point out two facts about the flow of X. First, since limy_,o ¢p(z) = x for
all x € U, then

. 8902 i
W 0w % (519
for all 4, j, so in particular,
. a‘loi—h
}IL% Oz (‘Ph(l‘)) - 6] =0

This leads to our second observation: we claim that

.1 (09t . oX!

To see this, note that by definition of differentiability in ¢, the component functions
©i(x) satisfy

i (x)
dt

oi(z) = + ] S tRI(t2) = ol + X @)t + R (t,2)
t=

for remainder functions R’ : (—¢,e) x U — R such that lim;_,o R(¢,z) = 0. Then

o', ;. 0X! OR?
i (x) =0 — (x)h — h@xj

7 Qxd

(—=h,z).

This gives

h—0 h \ Oxi h—0

- (3@%(%(@) _ 5;:> ~ iy 1 (-5 o) = T (0

= lim
h—0

= -0 (po(a)) ~ oz (nm Ri<—h7wh<w>>> = "% )

h—0

(-G (o) = G honta)
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We can now calculate the Lie derivative in components. By definition of differ-
entiability near ¢ = 0, we can write the component functions of Y, (), which we

express for now by Y (¢¢(x)), as

Y3 (gu(w)) = Y3 (@) + S (VI (@) _ot + 1591, ),

for some remainder functions S7 (¢, z) that satisfy lim;_,o S?(¢, ) = 0. Then

J k .
oY d‘”(@} t 4+t (¢, 2)

Vilae) = V(o) + | Gl )|

=Yi(x )+‘2L( )X ()t + 59 (t, z).

By (5.18) the components of (¢_¢).Y,, () are

Tt o) (V) + X e+ 1570 ).

so the components of LxY are

, it " J
(LxY)"(p) ;lffb% ( gjh(@h( )Y (p) + a] (m(p))%(p)Xk(p)

+hag;_jh (en(p))S7 (h,p) = Y" (p)>

h.—>0 oxJ
9" i dpl .
+ g‘;;h (@h(p))g}sz (p)X"(p) + g —(n(p ))SJ(h,p)>
so by (5.19),
) 9ot
(LxY) (p) = Jim (1 ( b (o) - &) YI(p) + 020 ()X () + 8557 (0 p>>

aX! 4 Y'?

= =5 @Y )+ 57 ()X (p)

where the last equality holds by (5.20). After replacing the summation variable k
iven in (5.15). O

with j, we recover the component description of the Lie bracket given in (5.15)

We mention this first corollary simply to reinterate the coordinate-dependent

expression for the Lie derivative.
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P x

Figure 5.4: The curve paths defining ¢(t).

Corollary 5.3.11. Let X and Y be vector fields on a C%-manifold M. Suppose
that over a coordinate patch (U,z) of M we have X = X'0; and Y = Y;0; in
components. Then the components of the Lie derivative are

JOYT X'

(Lx¥) =X Oxi  Oa

Theorem 5.3.10 immediately leads to the following interesting corollary.

Corollary 5.3.12. Let X, Y, and Z be differentiable vector fields on M and let
f € CY(M,R). Then
1. Ly X =—-LxY.

2. C(X_;,_y)Z =LxZ+ Ly Z.

This is rather striking because of the following observation. The linearity rules
of the Lie derivative Lx as described in Proposition 5.3.9 followed easily from
the linearity of (¢_;). and a product rule. However, proving that L x4y)Z =
LxZ+Ly Z from the definition would be intractable because there is no immediately
obvious connection between the sum of two vector fields and their flows on the
manifold.

Theorem 5.3.10 implies a number of nonobvious properties for the Lie derivative,
the proofs of which we leave as exercises for the reader.

Proposition 5.3.13. Let X, Y, and Z be differentiable vector fields on M, and let
F: M — N be a diffeomorphism between manifolds. Then

1. Lx|V,Z] = [LxY, Lx Z).
2. LixZ =LxLyZ—LyLxZ.
3. F.(LxY) = Lrx(F.Y).

In Section 5.6, we will expand the definition of the Lie derivative to tensor fields
of all types, and not just functions and tangent vector fields.
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Besides the algebraic properties, the Lie bracket also carries a more geometric
interpretation. The bracket [X,Y] measures an instantaneous path dependence
between the integral curves of X and Y. To be more precise, for sufficiently small
t € (—¢,¢€), consider the curve c(t) that

e starts at a point ¢(0) = p;

e follows the integral curve of X starting at p for time ¢;

e starting from there, follows the integral curve of Y for time ¢;
e then follows the integral curve of X backwards by time —t;

e then follows the integral curve of Y backwards by time —t.

See Figure 5.4. If ¢, is the flow for X and 1 is the flow for Y, then this curve
c:(—e,e) > Mis

c(t) = Y_it(p—t (Ve (@s(p))))-

Two properties are obvious. If t approaches 0, then ¢(t) approaches p. Also, if
is a system of coordinates on a patch U of M and if X = 0; and Y = 05, then the
above steps for the description of ¢(t) travel around a “square” with side ¢ based at
p, and thus ¢(t) is constant. Other properties are not so obvious, and we refer the
reader to [52, Proposition 5.15, Theorem 5.16] for proofs.

Proposition 5.3.14. Defining the curve c(t) as above,
1. J(0) =0;

2. if we define ¢'(0) as the operator satisfying ¢’ (0)(f) = (f o¢)"(0), then ¢"(0)
is a derivation and hence an element of T, M ;

3. "(0) = 2[X,Y],.

Consequently, from an intuitive perspective, the Lie bracket [X,Y] is a vector
field that at p measures the second-order derivation of ¢(t) at p. Since the first
derivative ¢/(0) is 0, then ¢’(0) = 2[X, Y], gives the direction of motion of ¢(t) out
of p as a second-order approximation.

PROBLEMS
5.3.1. Let M = R? Calculate the Lie bracket [X,Y] for each of the following pairs of
vector fields:
0 0 0 0

(a) X:m%—i—ya—y andY:—y% +a:a—y.

. 0 0 0 .0
(b) X =sin(z + y)% + cosxa—y and Y = oSz + smya—y.

5.3.2. Let M = R®. Calculate the Lie bracket [X,Y] for each of the following pairs of
vector fields:
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_ 29 .9 - 3o _.,9
(a) X =2 8m+xy6z andY = (z +y )ay+yzaz.
0 3] 0 0 7] 9]
(b) X—yza—x—i—wza—y—&—xy& andY—x%—i—ya—y—&—z@.
0

@+ 1) 2 1 tan @) 2 _9
(¢) X =In(x +1)ay+tan (a:y)az and Y = F

5.3.3. Consider Exercise 5.2.1, calculate the components of [X, Z] over U.

5.3.4. Prove that Equation 5.15 that comes out of Proposition 5.3.1 changes contravari-
antly, as a vector, under a change of coordinates on T, M.

5.3.5. Referring to Example 5.3.7, use Definition 5.3.5 to calculate LxY for an arbitrary

vector field on R?. Calculate the Lie bracket [X,Y] directly. [Hint: They should
be equal.]

5.3.6. Prove Proposition 5.3.8.

5.3.7. Prove Proposition 5.3.4.

5.3.8. Let F : M — N be a differentiable map. Let X1, X2 € X(M), and let Y7,Y> €
X(N). Suppose that X; is F-related to Y;. Prove that [Xi, X5] is F-related to
[Y1,Y2].

5.3.9. Prove Proposition 5.3.13.

5.3.10. Let X and Y be differentiable vector fields on a C? manifold M. Let ¢ be the
flow of X on M. Prove that LxY = 0 everywhere if and only if Y is invariant
under the flow of X (i.e., Y, () = (@)« Y3).

5.4 Differential Forms

We now consider a particular class of tensor fields called differential forms. As we
will see, differential forms have many uses in geometry and in physics, in partic-
ular for integration on manifolds. We introduced the linear algebra necessary for
differential forms in Section 4.6.

Though it would be possible to continue the discussion with manifolds and func-
tions of class C*, we will restrict our attention to smooth manifolds for simplicity.

5.4.1 Definitions

Definition 5.4.1. Let M"™ be a smooth manifold. A differential form w of type
r on M (or more succinctly, r-form) is a smooth global section (tensor field) of
N (TM).

Intuitively, for each p € M, we associate w, € A" (T, M*) in such a way that
wp varies smoothly with p. The tensor w, is an alternating r-multilinear function
T,M®" — R. Hence, a differential form is a particular type of covariant tensor field
and that 1-forms are simply covector fields. A differential form of type 0 is simply
a smooth real-valued function on M.
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Let U be a coordinate neighborhood of M with coordinates = = (2%, 22,...,2").

Define Z(r,n) as the set of all increasing sequences of length r with values in
{1,2,...,n}. For example, (2,3,7) € Z(3,7) because there are three elements in the
sequence, they are listed in increasing order, and their values are in {1,2,...,7}.
By Proposition 4.6.18, over the coordinate patch U, an r-form w can be written in

a unique way as
w = E ardz?,
I€Z(rmn)
where each a; is a smooth function, and where we denote da! = dz™* A --- A da'r

when I is the r-tuple I = (iy,...,i,). Recall that the symbol dx’ is defined in
Equations (5.6) and (5.7) and that this wedge product is defined as the alternation

dzt A - A dpit = A(d.%‘” ® dxt? Q- ® dx“) (5.21)

Alternatively, in reference to a coordinate system, a differential form is a smooth

yens

functions satisfy
Wil (1),i55(2), iz (r) = Sign(0) Wiy i, .. i,

for any permutation o € S, of the indices.

Definition 5.4.2. If U is an open subset of M, we denote by Q" (U) the set of all
differential forms of type r on U.

We remark that, similar to Problem 5.2.8, for each r, the set 2" (U) is an infinite-
dimensional vector space. In particular, if w,n € Q"(U) and A € R, then w+17n €
Q"(U) and dw € Q7(U), where by definition

(WHn)p=wp+n and (), =Aw, in \TM".

Not only is each Q"(U) closed under scalar multiplication, but it is closed under
multiplication by a smooth function. More precisely, for all smooth functions f :
U — R, we have fw € Q"(U), where (fw), = f(p)w, for all p € U.

Finally, similar to the alternating products of a fixed vector space, for w € Q"(U)
and n € Q%(U), we define the exterior product w An € Q"7%(U) as the differential
form defined by (w A7), = w, An, for all p e M.

Example 5.4.3. Consider the sphere S?, and let U be the coordinate neighbor-
hood with a system of coordinates x defined by the parametrization == (u,v) =
(cosusinv, sinusin v, cosv) defined on (0,27) x (0,7). Let

w = (sin?v) du + (sinv cosv) dv

n = cosusinv du + (sinu cosv — sinv) dv
be two 1-forms on S?. Remarking that du A du = dv A dv = 0, we calculate

w A1 = sin® v(sin ucos v — cosucosv — sinv)du A dv.
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5.4.2 Exterior Differential

Let f be a smooth real-valued function on a smooth manifold M, and let X € X(M)
be a vector field. Viewing f : M — R as a differential map between manifolds, the
differential df is such that, at each point p € M, it evaluates df,(X,) to a tangent
vector in T'f,) (R). However, the tangent space T, (R) is equal to R, so df, (X))
is just a real number. Hence, df, € T,M*, and since all of the operations vary
smoothly with p, then df € QY(M). If x = (z!,...,2") is a coordinate system on
an open set U C M, then in coordinates we have

df = - dx’. 5.22
Since C>°(U,R) = Q°(U), the differential d defines a linear transformation d :

Q%U) — QY(U). We now generalize this remark by the following definition.

Definition 5.4.4. Let w =Y, a; dz’ be a smooth differential r-form over U. The
exterior differential of w is the (r + 1)-form written as dw and defined by

do= Y (day)Ndx'. (5.23)
I€Z(r,n)

Example 5.4.5. Revisiting Example 5.4.3, we calculate dw and dn. First, for dw
we have

dw = (d(sin?v)) A du + (d(sinv cosv)) A dv
= (2 sinv cos v dv) A du + ((COS2 v —sin?v) dv) Adv
= (—2sinvcosv) du A dv.

For dn, we calculate

dn = (d(cosusinv)) A du + (d(sinwucosv —sinwv)) A dv
= ((—sinusinv) du + (cosucosv) dv) A du
+ ((cosucosv) du + (—sinusinv — cosv) dv) A dv

= (cosucosv) dv A du + (cosucosv) du A dv = 0.

The differential form 7 has the unexpected property that dn = 0. We will say that
7 is a closed 1-form (see Definition 5.4.7).

Proposition 5.4.6. Let M be a smooth manifold, and let U be an open subset of
M. The exterior differential satisfies the following:

1. For each 0 <1 <n —1, the operator d : Q"(U) — Q"1 (U) is a linear map.
2. If we Q"(U) and n € Q°(U), then

dlwAn)=dwAn+(—1)"wAdn.
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3. For allw € Q" (U), we have d(dw) = 0.

Proof. For Part 1, set w = >, ay dz’, where the summation is over all I € Z(r,n)
and a! are smooth real-valued functions on M. Then from Equation (5.23), each
da’ is a 1-form, so obviously the summation is over (r 4 1)-forms.

Now let 7 = >, by dz! be another r-form, and let A, u € R. Then

d(dw + pm) =Y d(Xar + pbr) A da’
I
- dal ob! -
= - - J I
3)s (A5 + ) e’ | Ao

" Oal I "o I
I j=1 I j=1
= Adw + pdn.

This proves linearity of d.

For Part 2, again let w be as above, and let n € Q%(U) expressed as =
>~ bsdx’, where the summation in J runs over Z(s,n). By the linearity of the
wedge product, we can write

w/\nzZZa;dexl/\dx'].
J

I

Note that for various combinations of I and .J, the wedge products dz! A dz’ will
cancel if I and J share any common indices. Then

dwin) =3 (Z ag;z" dxk> A dz' A dz?
k=1
- 8(1[ 8bJ k T J

- Z (Z (ij+afw> dz® | A dzt A dx

k=1

SO (S 24 0 ) At e

ozk
J k=1

-I-ZZ <ia122i dxk> A dx' A dx?.
I J \k=1

But by the properties of wedge products, dz* A dz! A dx’/ = (—1)"dx! A da® A dx”
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(see Proposition 4.6.21). Thus,
d(w/\n):zzz b]dx Adx! A dx?
I k=1 J
ZZZaI—dm A dz® A dx”

J k=1

(Z J:/\dx) n

T k=1
T - ab] k J
+(=D)"wA ZZW‘“ A dx
J k=1
=dwAn+(—1)"wAdn.

To prove Part 3, we first show that d(df) = 0 for a smooth function f on M.
We have

d(df) —d(i ) ii R da? A da’

Iz: 83:’1 63:‘2 83:’2 83:“ )

where we assume I = (i1, i2). However, since the function f is smooth, by Clairaut’s
Theorem on mixed partials each component function is 0. Thus d(df) = 0.
Now for any r-form w =", ar dz! we have

d(dw) = d (Z d(as) A dx’> = d(d(as) A da’)(by linearity)

I I

Z ) Ada! —dar Ad(da')) (by part 2)
I
where the last line follows because d(da;) = 0 and d(dz!) = 0 for all I. O

It is illuminating to compare the exterior differential to differential operators on
vector fields in R™. We emphasize three particular cases.
First, let f be a smooth real-valued function on R™. Then

df:;;id
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Thus, df has exactly the same components as the gradient, defined in multivariable
calculus as

grad f = Vf = (01f,02f,- .., 0nf)-

Therefore, in our presentation, the gradient of a function f is in fact a covector
field, i.e., a vector field in TM* = (R™)*.

In calculus courses, we do not distinguish between vectors and covectors, i.e.,
vectors in R™ or in (R™)*, since these are isomorphic as vector spaces. However, as
we saw in (4.2) and Proposition 4.1.6, vector fields and covector fields have different
transformational properties under changes of coordinates. Example 4.5.8 showed
that the gradient of a function transforms covariantly, but it is also instructive to
see how this plays out in common formulas. For example, the chain rule for paths
states that if ¢(¢) is a differentiable curve in R™ and f : R™ — R is differentiable,
then

@ (ett) = 9y - 20).

However, from the perspective of multilinear algebra, we should understand the dot
product in this context as the contraction map V*®V — R defined by AQ¥ +— A(¥).
Since by definition ¢”(¢) is a tangent vector to R™ at ¢(t), then we should view the
gradient Vf as a covector in (R™)*.

As a second illustration, consider (n — 1)-forms over R™. For each 1 < j < n,
define the (n — 1)-forms 7’ as

W= (=1 det A AdeTTE AN DTN A de™, (5.24)

For each p € M, the set {n}}"_; is a basis for A" HT,R™)*. So any (n—1)-form w

can be written as w = Z?:l ajn’ for functions a; : M — R. Note that having the

(—1)7~1! factor in the definition of 77 leads to the identity

_ _ 0 it
de' N =49 7 ) 127&‘7’ (5.25)
de* Ndz A--- Ndx™, ifi=7j.

Thus, for the differential of w, we have

i - aa' i : " aai n
dwzzzaxjid:r /\7]3< aW.)d:cl/\dan/\~~~/\d:L’.

i=1 j=1 i=1

Hence, for the case of (n — 1)-forms, the exterior differential d operates like the
divergence operator div = V- on a vector field (ay,...,a,) in R™.
In the case of R3, the exterior differential carries another point of significance.
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Let w € QY(R?), and write w = > ;" a; da*. Then

dw_zzaa’d N

=1 j=1
(TR W N A S (L LI R
= (fml 3x2> dx™ Ndzx* + 9l a3 dx” Ndzx
80,3 8@2 2 3
+(3x2 8x3) dx* N dzx

8(13 8a2 1 8(11 aag 2 8a2 80,1 3
- (m«w)" *(axzaxl)" o2t " a2)

which is precisely the curl of the vector field (a1, as,as).

Tt is particularly interesting to note that the property d(dw) in Proposition 5.4.6
summarizes simultaneously the following two standard theorems in multivariable
calculus:

curl grad f =0 ([55, Theorem 17.3]),
div curl F = 0 ([55, Theorem 17.11)),

where f : R" — R is a function of class C2 and F : R® — R3 is a vector field of
class C2.

We point out that the forms 77 defined in (5.24) are instances of the Hodge star
operator x which we discuss in Appendix C.3. The Hodge star operator exists in the
general context of a vector space equipped with an inner product (a bilinear form
that is symmetric and nondegenerate). In the above situation, we have V = R"
and the inner product (, ) is the standard Euclidean dot product. Then according
to Proposition C.3.3, we have

7 = xda?.

5.4.3 Closed and Exact Forms

Definition 5.4.7. Let M be a smooth manifold. A differential form w € Q" (M)
is called closed if dw = 0 and is called ezact if there exist n € Q"~1(M) such that
w =dn.

Example 5.4.8. As an example, consider the explicit covector fields w and 1 on
S? described in Examples 5.4.3 and 5.4.5. In Example 5.4.5 we showed that dn = 0,
meaning that 7 is closed. If

1N = cosusinv du + (sinwcosv — sinv) dv

is exact, then there exists a O-form, i.e., differentiable function, f : S> — R such
that n = df. Thus
of of

—— = cosusinv and —— =sinucosv — sinv.

ou ov
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By integrating with respect to u, we must have f(u,v) = sinusinv + g(v). Then
differentiating with respect to v, gives 9f /Ov = sinu cos v+¢'(v) = sinu cos v—sinv.
Thus, g(v) = cosv + C for some constant C. Thus f(u,v) = sinusinv + cosv + C.
A priori, this is only defined for (u,v) € (0,27) x (0, 7). However, f(u,0) =1 and
flu,m) = =1, regardless of u € R and for v € (0,7), we also have f(u+ 2m,v) =
f(u,v). Hence, f extends continuously to a well-defined function on all of S%. (We
also note that with respect to the typical embedding of S? in R?, the function f is
equal to y + z + C restricted to S2.
Our calculations show that n = df, so i is an exact.

This shows that not just any pair of smooth functions a4 (u,v) and as(u, v) allow
the 1-form
w = ai(u,v) du+ az(u,v) dv

to extend over S? to create a smooth 1-form on S2. For example, not even uduv,
defined on the same coordinate chart described in the above example, extends con-
tinuously to a 1-form on all of S2. This restriction shows that Q!(S?) is affected by
the global geometry of S?. The principle behind this example is true in general: the
vector spaces 2" (M), though infinite-dimensional, depend on the global structure
of M.

The identity d(dw) = 0 for any differential form means that every exact form is
closed. The converse is not true in general, and it is precisely this fact that leads to
profound results in topology. In the language of homology, the sequence of vector
spaces and linear maps

QM) —L— Qt(m) —L Q2(M)

(M)

satisfying the identity d o d = 0 is called a complex. To distinguish between types,
we often write d” for the differential d : Q"(M) — Q"+1(M). The fact that every
exact form is closed can be restated once more by saying that Imd" ! is a vector
subspace of ker d”. The quotient vector space

kerd”/Imd ' = ker(d: Q" (M) — Q" (M))/Im(d : Q" (M) — Q" (M))

is called the rth de Rham cohomology group of M, denoted H}(M). The de Rham
cohomology groups are in fact global properties of the manifold M and are related
to profound topological invariants of M. This topic exceeds the scope of this book,
but we wish to point out two ways in which one can glimpse why the groups HJ (M)
are global properties of M.

In Example 5.4.8 we observed that defining a form on all of S? carries some
restrictions. Hence, the space of functions carries information about the global
structure of M. Similarly, Problem 5.4.13 gives an example of a 1-form on R? —
{(0,0)} that is closed but not exact.

As a second example, we determine HJ(M) for any manifold. Of course, d~!
does not exist explicitly so we set, by convention, Q~!(M) = 0, i.e., the zero-
dimensional vector space. Then Imd~! = {0} is the trivial subspace in Q°(M).
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Furthermore, since Q°(M) is the space of all smooth real-valued functions on M,
the Oth cohomology group is

HOz(M) = ker(d : C°(M) — QY(M))/{0} = ker(d : C>(M) — Q' (M)),

namely, the subspace of all smooth functions on M whose differentials are 0. In
other words, HI,(M) is the space of all functions that are constant on each con-
nected component of M. Thus, H),(M) = R, where ¢ is the number of connected
components of M, a global property.

5.4.4 Algebra of Differential Forms

We conclude this section with a brief comment about the algebra of differential
forms. Not unlike the tensor algebra or the alternating algebra over a vector space
V defined in Section 4.7, we define the algebra of smooth differential forms over a
smooth m-dimensional manifold M as

Q*(M) = éﬂk(M) =C®(M,R) e Q" (M) ®---® Q" (M),
k=0

equipped with the exterior product A as the bilinear product.

PROBLEMS

5.4.1. Let M be a smooth manifold. Let w € Q" (M) be a nonzero r-form. Characterize
the forms n € Q°(M) such that w An = 0.

5.4.2. Let M = R3. Find the exterior differential of the following:
(a) xdy ANdz+ydz ANdx + zdzx A dy.
(b) xy?2® dx 4 ysin(zz) dz.
() de Ndy +xdy ANdz
332 + y2 + 22 + 1
5.4.3. Let M = R". Letw = ' dz'+- - 42" dz" and n = 2® dz' +- - -+2" da" '+’ dz™.

(a) Calculate dw and dn.
(b) Calculate w An and d(w A 7).

(c) Calculate the exterior differential of zint + 2%n® + - 4+ 2™n", where the
forms n® are defined as in Equation (5.24).

5.4.4. Let M = S' x S! be the torus in R? that has a coordinate neighborhood (U, x)
that can be parametrized by

" (u,v) ((3+ cosu) cosv, (3 4 cosu) sinv,sinu) for (u,v) € (0, o).

Consider the two differential forms w and 7, given over U by w = cos(u + v) du +
2sin? udv and 1 = 3sin® vdu — 4 dv.
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5.4.5.

5.4.6.

5.4.7.

5.4.8.

(a) Show why w and 7 extend to differential forms over the whole torus.
(b) Calculate w A w and w A 7.
(¢) Calculate dw and dn.
Consider the manifold RP? with the standard atlas described in Example 3.1.6.

Consider also the 1-form that is described in coordinates over Uy as w = z' dz' +
22 (2)3 da® + x'2? da®.

(a) Write down a coordinate expression for w in Ui, Uz, and Us.
(b)
(c)

Calculate dw and w A w in coordinates over Uy.

Calculate dw in coordinates over U; and show explicitly that the coordinates
change as expected over Uy N Uj.

Set w = gtz dx?® + (22 + 3z*2®) dz® + ((2?)? + (2*)?) da® as a 1-form over R®.
Calculate dw, w A dw, w A w, and dw A dw A w.

Consider the spacetime variables (z°, 2!, 22, 2®) = (ct,z,y, 2) in R'™® and consider

the two 2-forms o and [ defined by

CE:*ZEideO/\dmZ“FZBjn] and ﬂ:ZBide/\d.TZ+ZEj’I7J,
i—1 j=1

i=1 j=1

where the forms 7/ are the 2-forms defined in Equation (5.24) over the space
variables, i.e., n' = dz® A dz?, n? = —dz' Adz®, and n° = dz’ A dz?.

(a) Writing E = (E1, B2, E3) and B = (B1, B2, B3) as time-dependent vector
fields in R®, show that the source-free Maxwell’s equations

= _ 10B

VXE: Ea, V.E':O7
Vxézla—E, V-B=0,
c Ot

can be expressed in the form
da=0 and df=0.

(b) If we write the 1-form A = —¢ dz® + A; dzt 4+ As da? + Asda®, show that
d\ = « if and only if
F=-ve- 120 4 BovxA
c Ot
In the theory of differential equations, if A(z,y) and B(z,y) are functions of
and y, an integrating factor for an expression of the form M Z—g + N is a function
I(z,y) such that

dy d
I A — 4+ B = —F
(@) (Al 52+ Blaw)) = - Fan)
for some function F(x,y). If M is a smooth manifold and w € Q' (M), we call an
integrating factor of w a smooth function f that is nowhere 0 on M and such that
fw is exact. Prove that if such a function f exists, then w A dw = 0.
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5.4.9.

5.4.10.

5.4.11.

5.4.12.

5.4.13.

5.4.14.

5.4.15.

5.4.16.

Let w = (1+ :va)e””y2 dx + 291023169”?’2 dy be a 1-form on R%. Show that dw = 0.
Then find a function f : R? — R such that w = df.

Let w = yzdx Adz + (—y + z2) dy A dz be a 2-form on R3. Show that dw = 0.
Then find a 1-form A such that w = dA.

Suppose that w € Q'(M) for some smooth manifold M. Suppose that over each
coordinate chart of M, if we write w in components as w = w; dz’ and if the
component functions have the property that 0;w; = O;wj, then w is a closed form.

Let w and 7 be forms on a smooth manifold M.

(a) Show that if w and 7 are closed, then so is w A 7.
(b) Show that if w and 7 are exact, then so is w A 7.

Consider the manifold M = R? — {(0,0)} with the structure inherited from R?
and let Y .

w = x2—|—y2dm7 :c2—|—y2dy'
Prove that w is closed but not exact. [Note: In this case, there does exist a
differentiable function 4 such that di = w on {(z,y) € R?* |z > 0} but not on all

of M. This particular form w shows that dim H}p (M) > 1]

Let M be a manifold of dimension m > 4. Let w be a 2-form on M, and let {a, 8}
be a set of linearly independent 1-forms. Show that

wAaNANB=0
if and only if there exist 1-forms A and 7 such that
w=ANa+nApB.
Consider the manifold GL, (R) of invertible matrices, and consider the function
det : GL,(R) — R as a function between manifolds.

(a) Prove that for all X € GL,(R), the tangent space is Tx GL,(R) = R"*™,
the space of n X n matrices.

(b) Writing the entries of a matrix X € GL,(R) as X = (), prove that

ddet
oz,

() = (det X)(X ).

(¢) Prove that the differential of the determinant map can be written as
d(det)x (A) = (det X) Tr(X ' A),
where Tr M =}, m! is the trace of the matrix.

This exercise presents the interior product of k-forms on a smooth manifold M.
The interior product of a k-form with £ > 1 is defined as the contraction of
the form with a vector field. More precisely, if X is vector field of M we define
ix : QF(M) — Q1 (M) such that for all p € M

(iXUJ)p(’Ul,’UQ’ - '7vk—1) = wP(vavla N 'avk—l)a

for all vy, ...,vk—1 € T, M. Prove the following properties of the interior product.
Let X be a smooth vector field over M. Suppose that over a coordinate patch
(U, z), the vector field is written in components as X*0;.
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(a) Prove that ix (dz' Adx? Ada®) = X3da? Ada® — X2da! Ada® + X da? Ada®.
[Hint: Refer to (5.21).]

(b) Suppose I = (i1,%2,...,%r) With i1 < iz < --- < i,. Prove that

ix(da') = (=17 X da"t A Adzi A Adz'

j=1

where the d/a; means to remove that term.

(¢) If ais an r-form and # an s-form, then ix (aAB) = (ixa)AB+(—1)"aA(ixB).
[Hint: Using coordinates, first prove this result on @ = dz! and 8 = da’
with I € Z(r,n) and J € Z(s,n).]

(d) IfY is another vector field, then ixiyw = —iyixw.

5.5 Pull-Backs of Covariant Tensor Fields

In this section we define the notion of a pull-back of a covariant tensor fields by
a smooth function between manifolds. Though the construction of pull-backs is
interesting in its own right, in subsequent sections we will see a few applications of
the pull-back, including how to integrate differential forms over a manifold.

Definition 5.5.1. Let f : M™ — N" be a smooth map between two smooth
manifolds, and let a € T'(T'N*®%) be a covariant tensor field on N. Define the pull-
back of o by f, written f*«, by the multilinear function on T, M that is defined
by

(ffa)p(v1,v2,. .., 00) = appy(dfp(v1), dfp(v2), ... dfp(vr)), (5.26)

where v; are tangent vectors in 1), M.

According to this definition, (f*«), € T,M*®*, so f*«a is a global section from
M into the vector bundle TM*®*. Furthermore, it is not hard to see that if w is a
differential form in Q°(NV), then (f*w), is also an alternating multilinear function
on T,M, so f*w is a differential form in Q*(M).

The above definition is coordinate-free. We now work to express the pull-back
of a covariant tensor field in terms of coordinates. Let z be a local coordinate
system on M and y is a coordinate system on N. Suppose that over a coordinate
neighborhood (V,y) of N, the covariant tensor field « is written as

o= ai]iz“'isdyil ® dyiz R ® dyis’

where v, i,...;, is a smooth function of V for each s-tuple (i1,42,...,%5). Then
locally, for every v € T,M, expressed in terms of coordinates we have df,(v) =
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Z;Zl 0;f7v? for j = 1,...,n, where the functions f7 are the components f/ =
ylof: M — R. Then
(f*(dy"™ @ dy™ @ - @ dy™))y(v1,...,vs)
= (dy" @dy"” @~ @ dy™)(dfy(v1), ..., dfp(vs))
= dy" (dfy(v1)) @ dy” (dfy (v2)) @ -+ ® dy" (dfp(vs))
=df" (1) @ df*(v2) @ -+ @ df** (vy)
=df* @df2® - @df*<),(v1,va,...,0s).

We conclude that in coordinates, as a covariant tensor field over M,

fro=(iyq, 0 f)df* @ df* - - df*s (5.27)
ale af’tg af“
= (Qiyizeiy © f)

: N 2} ir ... i 9
507 9 B dz" @ dz"”? ® - @ dx (5.28)

If w happens to be a differential form of type s, then in coordinates

Fo=r Y ad | = > (arof)df™ Ao Adf', (5.29)

I€Z(r,m) I€Z(r,m)
where we are writing I = (i1,42,...,0).

Example 5.5.2. Let M =R and let N™ be a differentiable manifold. Consider an
immersion v : R — N, which we can understand as a regular curve on N. Let w
be a 1-form on N such that over a coordinate neighborhood of N with coordinate

y=(Y1,Y2,--.,Yn), We write
w=widy" + wady® + -+ - + wudy™.

Using ¢ as the coordinate of R, we write in coordinates
. dnyt dry? dy™
(') = wn (Y1) -t + wa(Y(D) —dt 4 -+ wn (y(8) —-dt.

As we will see in the section, this pull back is related to calculating line integrals.

Example 5.5.3. Consider the unit sphere S? and let (#, ¢) be the usual longitude-
latitude coordinate patch. The typical embedding of f : S? — R3 corresponds to
the functions

f(0,¢) = (cosfsin p, sin O sin @, cos ).

The dot product on R? corresponds to a covariant tensor field of type 2, expressed
in usual coordinates (z,y, z) by

w=drRdr+dy®dy+dz®dz.
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With respect to the given coordinate systems, the pull-back of w is

ffw = (—sinfsin e df + cos b cos ¢ dy) @ (— sin 0 sin ¢ df + cos 0 cos p dp)

+ (cos O sin p df + sin 6 cos p dp) & (cos 6 sin ¢ df + sin 6 cos  dp)
+ (—sinpdp) @ (—sinpdyp)

= (sin? @sin” o + cos? §sin? ¢)df @ db
+ (—sin @ cos 0 sin ¢ cos p + sin 6 cos 6 sin ¢ cos p)df @ dy
+ (—sin 6 cos 6 sin ¢ cos p + sin 6 cos O sin ¢ cos p)dp @ df
+ (cos? 0 cos? ¢ + sin? 0 cos?  + sin? )dy @ dyp

=sin? pdf @ df + dp @ de.

As we will see, this is the standard metric tensor on the sphere with longitude-
latitude coordinate system.

Example 5.5.4. As an another example, whose details we leave as an exercise
(Problem 5.5.5), we deduce the following fundamental formula. Let M and N be
smooth manifolds of the same dimension n, and f a smooth map between them. In
reference to a coordinate chart (U,z) on M and a chart (V,y) on N, for all p € U,

fr(dyt Ady? A - Ndy™), = (det df,)dzt Ada® A--- A da™. (5.30)
We notice that if M = N = R", then det df, is the Jacobian of the function f at
the point p.

The pull-back of covariant tensor fields satisfies a few properties. The proofs are
straightforward so we leave them as exercises.

Proposition 5.5.5. Let f : M™ — N™ be a smooth map between smooth manifolds.
Let « and 8 be covariant tensor fields on N.

1. The pull-back f* : T(TN*®%) — T(TM*®*) is a linear function.
2. Ifa: N = R is a smooth function, then f*(ac) = (ao f)f*a.
3. [fla®pB) = f*(a)® f*(B).
4. idy(a) = a.
Proof. (Left as an exercise for the reader. See Exercise 5.5.2.) O
The pull-back of r-forms satisfies a few more properties.
Proposition 5.5.6. Let f : M™ — N™ be a smooth map between smooth manifolds.
The following hold for all r < min(m,n):
1. Considering Q°(N) as a subspace of T(TN*®%), then f*(Q(N)) C Q*(M).
2. For allw € Q"(N) and n € Q*(N), f*(wAn) = (f*w) A (f*n).
3. For all w € Q" (N) with r < min(m,n), f*(dw) = d(f*w).
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Figure 5.5: The curve on S? in Example 5.5.8.

Proof. Part 1 follows immediately from the functional definition in Equation (5.26).
Part 2 is an easy application of Equation (5.29). Finally, for part 3, note that
d(dfi* A--- Adfir) = 0 by a repeated use of Proposition 5.4.6(2) and the fact that
d(df') = 0. Then if w = ", ardz’, Equation (5.29) gives

d(f'wy=>" d((aro fydf* A ndf")

I€Z(r,m)

— Z d(ar o fYNdf* A--- Adftr + (ag o f)d(df A--- Adfir)
I€Z(r,m)

= > dlaro H)Adf A ndft = Y dlare f) A f(da')
I€Z(r,m) I€Z(r,m)

= f*(dw). O

Proposition 5.5.7. Let f: M — N and g : U — M be smooth functions between
smooth manifolds. Then (f o g)* = g* o f*.

Proof. (Left as an exercise for the reader.) O
Example 5.5.8. As a slightly more involved example, we revisit Example 5.4.3,
where M = R and N = S%. Let V be the coordinate neighborhood on S? with a sys-

tem of coordinates y defined by the parametrization 2! (u,v) = (cosusin v, sin usin v, cos v)
defined on (0,27) x (0,7). We consider the 1-form

w = (sin? v) du + (sinv cos v) dv.
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Consider the function f : R — S? defined in coordinates by (u,v) = f(t) = (3t,1 +
% sint). The image of this immersion is depicted in Figure 5.5. Defined in this way,
we see that f1(t) = 3t and f2(t) = 1+ £ sin(¢). Then

1
(f*w); = sin? (1 +3 sin(t)> 3dt
. 1 . 1 . 1
+ sin (1 +3 sm(t)) cos (1 +3 sm(t)) (2 cos t) dt.
PROBLEMS

5.5.1. Prove that (5.29) follows from (5.27).

5.5.2. Prove Proposition 5.5.5.

5.5.3. let f: M — N be a differentiable map of manifolds. Prove that if « is a global
section Sym”®(T'N*), then f*a is a global section of Sym”(T'M*).

5.5.4. Prove Proposition 5.5.7.

5.5.5. Prove the formula mentioned in Example 5.5.4.

5.5.6. Prove the product rule for the Lie derivative of the product between a function
and a covariant tensor field: Let M be a smooth manifold, let f € C*(M,R), let X
be a differentiable vector field on M, and let « be a differentiable covariant tensor
field on M. Prove that Lx(fa) = (Lxf)a+ f(Lxa). [Hint: Use a coordinate-
dependent approach.]

5.5.7. This exercises generalizes Example 5.5.3. Let S be a parametrized surface in R3,
which we can think of as an immersion of 2-manifold in R®. Let (u,v) be a coordi-
nate patch of S and suppose that the immersion of S in R? is given by a function
F(u,v). Let

w=dr®dr+dyRdy+dzRdz

be the usual dot product on (the tangent spaces of) R3. Prove that
Frow=(F,-F,)du®du+ (F, - Fy)du®dv+ (F, - F,)dv ® du + (F, - F,)dv ® dv,
where by F, - F\,, we mean the dot product of the vector F,, with itself, and so on.

5.5.8. Let M = RP? be the manifold of the real projective plane. (Recall Example 3.1.6.)
We use the homogeneous coordinates (x : y : z) with (z,y, z) # 0 to locate points
in RP?. Define the three open sets Uy = {(z : y : 2) € RP?|z # 0} and similarly
U, and Us where y # 0 and z # 0 respectively. We define the coordinate maps
¢ Ur = R*as ¢1(x : y @ 2) = (y/x,2/x), and similarly for ¢2 and ¢3. Use
coordinates (u,v) for the (Us, ¢3) chart and (r, s) for the (Uz, ¢2) chart.

(a) Setting (u,v) = ¢s2(r,s), show that ¢s2(r,s) = (r/s,1/s) and determine
d¢32.

(b) Consider the function f : RP? — R defined by f(z : y : 2) = 3yz/(z* 4+ 2y> +
z%). Show that this function is well-defined on all of RP?.

(¢) Show that over Us we have

6uv du + 3(u? — 20% 4 1)
(u? 4 202 +1)2 (u? 4 202 +1)2

(¢31)"(df) = .
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(d) Determine the expression of df in the Uz coordinate chart, namely determine
(¢p31)*(df), and then show directly that

(651)"(df) = ¢32((92 )" (df))-

5.6 Lie Derivative of Tensor Fields

As promised in earlier sections, we want to develop the notion of a type of derivative
on tensor fields. Now that we have the notion of a pull-back of a covariant tensor
field at our disposal, we can extend Definition 5.3.5 of the Lie derivative to tensors
of any type. We start with Lie derivatives of covariant tensor fields.

Definition 5.6.1. Let M be a C2-manifold and let X € X(M) be a differentiable
vector field on M and let ¢, be the flow of X on M. If o € T(T'M*®*) is a smooth
covariant tensor field on M, we define the Lie derivative of a by X as the covector
field given by

(Cx0)y C L) (@], _y = Tm ~ (el () — tp)- (5.31)

dt h—0 h
We emphasize that for all h near 0, the difference (¢} ), (0w, () — @ is a differ-
ence of elements in T, M*®* so it makes sense. This is a coordinate-free description
of the Lie derivative.

Proposition 5.6.2. Let (U, ) be a coordinate chart on a manifold M, let X be a
differentiable vector field on M and let o be a covariant tensor field of type (0,s).
Suppose that with respect to the coordinate chart (U, x), the components of X are X*
and the components of o are «j, j,...;,. Then the components of the Lie derivative
of a are given by

k
8 0%gog. | OX

(Lx)jjage = X5 5+ 55 Oz
oX* oxX"*
+ @O‘jlk'“js +oe Tt %ajljé“'js—lk'

Proof. Let p € U and let vy,v2,...,vs be s arbitrary vectors in T, M. Then

d

(EXa)p(’U17’U27 e ,’US) = £(@:a)p(1}177}2, . "US)‘t:O

- %awt(P)((th)p(Ul)> (dﬁpt)p(W)’ ) (d@t>p<vs))’t:0

d ) J1 ) J2 b Js
GM%ww¢w“%wm%¢

~dt drt 1 gxlz 1 Oxts t=0
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This expression corresponds to s summations and on each term we involve a product
rule with s 4+ 1 functions in the parameter ¢t. Using (5.19) and (5.20), the product
rule gives

(Lxa)p(vi,ve,...,0s)

O jyja APk ; i oXI i
= (P ) s o)

j o OXT\ 4y 0,
F g, (o PT80S ) S

After relabeling the indices of summation as necessary, we find that

8(1]' Jor s k 6Xk 8Xk ; ; :
(Lxa)p(vi,va,. .., 05) = ((alxr‘}cX g ke o S Qg | 010503
with all component functions evaluated at p. The proposition follows. O]

So far we have defined the Lie derivative on (a) functions on M, (b) vector fields
on M, and (c) covariant tensor fields on M. The latter case includes covector fields
and k-forms. Before we give a complete definition for the Lie derivative, we consider
how the Lie derivative interacts with various operations on tensors or forms that
we have introduced so far.

Problem 5.5.6 generalizes to contraction of a vector field with any covariant
tensor field. This establishes the following proposition.

Proposition 5.6.3. Let X be a vector field on M and let o be any covariant
tensor field of rank (0,s). Then if Y1,Ys,..., Y, are s vector fields on M, then the
Lie derivative of the contraction is

Ex(Ot(YVh .. ,Y;)) = (EXa)(Yi, . ,YS) + CK(,CthYQ, . 7Y:g)—f—
oo, Y, LY.

Finally, let f € C?(M,R) be a differentiable function on M. Then the differential
df is a 1-form, i.e., a smooth covariant vector field.

Proposition 5.6.4. For any differentiable vector field X on M, the operators Lx
and d commute on C*(M,R). In other words

Lx(df) = d(Lx [)-
Proof. (Left as an exercise for the reader. See Problem 5.6.1.) O

Before defining the Lie derivative for a general tensor field, we list a few results we
have established so far. Let M be a differentiable manifold, let f be a differentiable
function on M, let X,Y, Z,Y7,...,Y, be vector fields on M, and let o be a covariant
tensor field of type (0, s) on M.
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Definition 5.3.5: Lx f = X(f).

Theorem 5.3.10: LxY = [X,Y].

Linearity. Proposition 5.3.9: Lx(Y +2) = LxY + LxZ.
Product rule. Proposition 5.3.9: Lx(fY) = (Lxf)Y + f(LxY).

Contraction. Proposition 5.6.3:

AN

Lx(a(Yy,...,Ys)) = (Lxa)(Y,...,Ys)
+allxYr,.... Y+ -+ aY1,...,LxYs).

6. Proposition 5.6.4: Lx od = do Lx on functions.

We can now present a definition of the Lie derivative on tensors of type (r,s)
with » > 2 or with »r =1 and s > 0.

Definition 5.6.5. Let X be a differentiable vector field on a manifold M. For all
pairs (r,s) of nonnegative integers, we define the Lie derivative Lx as the linear
transformation on the vector space I'(TM®" @ TM*®s) of tensor fields satisfying
Definition 5.3.5 for vector fields, Defintion 5.31 for covector fields, as well as the
product rule

for any tensor fields S and T'.

It is not hard to show that the full Definition 5.31 for any covariant tensor field
satisfies the product rule (5.32) applied to tensor products of covariant tensor fields.
By virtue of the properties already established, imposing this additional product
rule allows us to define the Lie derivative on any tensor field.

We took a coordinate-free approach to defining the Lie derivative. This is es-
sential to know that this construction has mathematical meaning. The following
proposition gives the coordinate dependent description of the the Lie derivative.
The proof of this proposition is left as an exercise. Furthermore, this proposition
gives a coordinate dependent way to show that the Lie derivative of a tensor field
of type (r, s) is again a tensor field of type (r,s). (See Problem 5.6.3.)

Proposition 5.6.6. Let M be a smooth manifold and let X € X(M). Let A €
T(TM®" @ TM*®%) be a smooth tensor field of type (r,s). Suppose that over some
coordinate chart (U, x) of M, the components of X are X* and that the components
of A are A2 ' Then the components of Lx A are

J1:J25-+3Js
1102 1y i i
(Lx A)irizir — XkaAjljZ“‘js COX" kigein  OXT i,k
X 1524 — ok Ok “Tidzeds Ok “TIdzeds
oxk ox*

M e o AT (5.33)

+8$j1 kj2--js Qs ~I1dzeds—1k’
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Intuitively speaking, the Lie derivative of a tensor field generalizes the concept
of a directional derivative in R™ to any manifold and applied to any tensor field.

We finish this section with the Cartan formula, also called the Cartan magic
formula. The result is interesting in itself but the proof is interesting as well since it
affords us the opportunity to use some of the more algebraic techniques presented
in Section 4.7.

In Problem 5.4.16 we discussed the interior product of a vector field X with an
r-form w, written ixw. This interior product is essentially the contraction of X
with the first component of the r-form but we must remember that for an r-tuples
of indices, i1 < 19 < -+ < i,

dz'' Ao Ada't = A(dz" @ - @ da'r).

Proposition 5.6.7 (Cartan Formula). Let X be a differentiable vector field on a
smooth manifold M. Then as operators Q*(M) — Q*(M),

Lx =doix +ixod.

Before proving the Cartan formula, we point out one of the reasons this result
might be surprising. The operators involved are shown in the following diagram.

QS(M) d Qs+1(M)
Z’XJ liX
Qs=1(M) Qs(M)

This diagram is not commutative, i.e., that generally i x od is not equal to doix.
However, it is interesting to see the Lie derivative Lx, decomposes into a part that
goes through Q*+t1(M) and another part that goes through Q5=1(M).

Proof of Cartan formula. By definition of the Lie product, since it obeys the Leibniz
rule, Lx is a derivation on the algebra of differential forms Q°(M).
Now let w € Q"(M) and n € Q*(M). Then using the result of Problem 5.4.16,

(doix +ixod)(wAn)
= d(ix(wAn)) +ix(d(w An))
=d((ixw) An+ (=1)"wA (ixn) +ix(dw An+(=1)"wAdn)
= d(ixw) An+ (=1)""(ixw) A (dn) + (=1)"(dw) A (ix7)
+(=1)*w A (d(ixn)) + (ix(dw)) An+(=1)""(dw) A (ix7)
+ (=1)"(ixw) A (dn) + (=1)*"w A (ix (dn))
= (d(ixw) +ix(dw)) An+wA (d(ixn) +ix(dn)).
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Thus, the operation doix +ix od is a derivation on Q°(M).

We prove the Cartan formula by using Proposition 4.7.12 and observing that
over every coordinate chart (U,z) of M, as an algebra, Q*(U) is generated by
Q%U) = C*>(U,R) and the 1-forms dz.

We first prove that Lx and doix +ix od are equal on C*°(U,R). By definition,
Lxf=X(f) for all f € C*°(M,R). With respect to a coordinate system, X(f) =
X%0;f. On the other hand ix f = 0 by definition so in coordinates

(ixod+doix)(f)=ix(df) =ix (0;fda’) = X70; .

This shows that Lx and ix od + doix agree on the set of differentiable functions.
Considering the 1-forms dz?, by Proposition 5.6.6, Lx (dz') = 0X?/0z7dx? and

_OX!
 Oxd
Thus, Lx and ix od + doix agree also on dz? foralli=1,2,...,n.

We have shown that for any coordinate chart U of M, the operations Lx and
ix od+doix are derivations on Q°(U) that agree on a generating set of Q*(U). By
Proposition 4.7.12, they are equal on Q*(U) . Since this is true for any coordinate
chart, Lx = (ix od+doix) on Q*(M). O

da’.

(doix +ix od)(dz?) = d(ix(dz")) = d(X?)

PROBLEMS
5.6.1. Prove Proposition 5.6.4. [Hint: Use a coordinate dependent approach.]
5.6.2. Prove Proposition 5.6.6.
ili2A“iT

5.6.3. Let X° represent the components of a vector field on a manifold and let Aj1j2-~-js
be the components of a tensor field of type (r,s). Following a similar coordinate-
dependent approach as taken in Example 4.5.9, prove that the collection of func-
tions defined on the right hand side of (5.33) form the components of a tensor field
of type (r, s).

5.6.4. Let X and Y be vector fields and let T" be any tensor field. Prove that Lix y|T =
LxLyT — Ly LxT. consequently, we can write as operators ,C[X,y] = LxLy —
LyLx.

5.7 Integration on Manifolds - Definition

The sections in the chapter so far discussed vector fields and tensor fields on mani-
folds, and two methods that provide a sort of derivative, namely the exterior differ-
ential on r-forms and the Lie derivative by a vector field. The remaining sections
present the theory of integration on manifolds. This section develops the definition
of integration, Section 5.8 presents calculations and applications with integration,
and finally Section 5.9 discusses Stokes’ Theorem.

The theory of integration on manifolds must generalize all types of integration
introduced in the usual calculus sequence. This includes
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e integration of a one-variable, real-valued function over an interval;

e integration of a multivariable, real-valued function over a domain in R";
e line integrals of functions in R";

e line integrals of vector fields in R™;

e surface integrals of a real-valued function defined over a closed and bounded
region of a regular surface;

e surface integrals of vector fields in R3.

One of the beauties of differential forms is that they will allow for a single concise
description that does generalize all of these types of integrals.

Readers may be aware of the difference between Riemannian integration, the
theory introduced in the usual calculus sequence, and Lebesgue integration, which
relies on measure theory. The theory developed here does not inherently depend
on either of these theories of integration but could use either. The definitions for
integration on a manifold use the fact that a manifold is locally diffeomorphic to an
open subset in R™ and define an integral on a manifold in reference to integration
on R™. Therefore, we can presuppose the use of either Riemannian integration,
Lebesgue integration, or any other theory of integration of functions over R"™.

5.7.1 Partitions of Unity

The basis for defining integration on a smooth manifold M™ relies on relating the
integral on M to integration in R™. However, since a manifold is only locally
homeomorphic to an open set in R™, one can only define directly integration on a
manifold over a coordinate patch.

We begin this section by introducing a technical construction that makes it
possible, even from just a theoretical perspective, to piece together the integrals of
a function over the different coordinate patches of the manifold’s atlas.

Definition 5.7.1. Let M be a manifold, and let V = {V,},er be a collection of
open sets that covers M. A partition of unity subordinate to V is a collection of
continuous functions {¢, : M — R},er that satisfy the following properties:

1. 0<¢y(z) <1lforall el andall z € M.

2. 1, (z) vanishes outside a compact subset of V,.

3. For all z € M, there exists only a finite number of o € I such that ¢, (x) # 0.

4. Y nerValx) =1 for all z € M.

The summation in the fourth condition always exists since, for all x € M, it is
only a finite sum by the third criterion. Therefore, we do not worry about issues
of convergence in this definition. The terminology “partition of unity” comes from
the fact that the collection of functions {t,} add up to the constant function 1 on
M.
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T

Figure 5.6: f(z) = e~ Y/® if 2 > 0 and 0 if < 0.

Theorem 5.7.2 (Existence of Partitions of Unity). Let M be a smooth manifold
with atlas A = {(Us, da)}acr- There exists a smooth partition of unity of M
subordinate to A.

For the sake of space, we forgo a complete proof of this theorem and refer the
reader to [33, pp. 54-55], [49, Theorem 10.8], or [15, Section 14.1]. The proof relies
on the existence of smooth real-valued functions that are nonzero in an open set
U C R™ but identically 0 outside of U. Many of the common examples of partitions
of unity depend on the following lemma.

Lemma 5.7.3. The function f: R — R defined by

fa) = {07 if r <0,

e VT ifr >0,

is a smooth function. (See Figure 5.6.)

The proof for this lemma is an exercise in calculating higher derivatives and
evaluating limits. Interestingly enough, this function at z = 0 is an example of a
function that is smooth, i.e., has all its higher derivatives, but is not analytic, i.e.,
equal to its Taylor series over a neighborhood of z = 0.

The function f(z) in Lemma 5.7.3 is useful because it passes smoothly from
constant behavior to nonconstant behavior. This function f(x) also leads immedi-
ately to functions with other desirable properties. For example, f(z —a) + b is a
smooth function that is constant and equal to b for x < a and then nonconstant for
x > a. In contrast, f(a — ) + b is a smooth function that is constant and equal
to b for x > a and then nonconstant for z < a. More useful still for our purposes,
if a < b, the function g(z) = f(z — a) f(b — x) is smooth, identically equal to 0 for
x ¢ (a,b), and is nonzero for x € (a,b). We can call this a bump function over (a,b)
(see Figure 5.7). Also, the function

f(b—x)
fl@—a)+ f(b—z)

h(z) = (5.34)
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)

Figure 5.7: Bump function. Figure 5.8: Cut-off function.

is smooth, is identically equal to 1 for x < a, identically equal to 0 for x > b,
and strictly decreasing over (a,b). The function h(z) is sometimes called a cut-off
function (see Figure 5.8).

We will illustrate how to construct partitions of unity over a manifold with the
following two simple examples.

Example 5.7.4. Consider the real line R as a 1-manifold, and consider the open
cover U = {U;}, where U; = (i — 1,7+ 1). In this open cover, we note that if n
is an integer, then n is only contained in one set, U, and if ¢ is not an integer,
then ¢ is contained in both U|;| and U|;)4+;. Consider first the bump functions
gi(x) = f(x — (i —0.9))f((¢ + 0.9) — z) which has

0, if x <i—0.9,
gi(z) = { e 8/(@=i40.9(@=i=0.9) = §f ;09 <z <i+0.9,
0, if x > i+ 0.9,

where we use the function f as defined in Lemma 5.7.3. It is not hard to show
that these functions are smooth. Furthermore, by definition, ¢;(z) = 0 for = ¢
[i —0.9,% + 0.9] = K;, which is a compact subset of U;. For any ¢ € Z, the only
functions that are not identically 0 on U; are ¢;—1, ¢;, and g;11. Now define

(o) = g9i(x)
Vi) gi—1(z) + gi(z) + gita(x)

We claim that the collection {¢; };cz forms a smooth partition of unity subordinate
to U. Again, ¥;(x) # 0 for € K; and ¥;(x) = 0 for ¢ K;. Furthermore, the only
functions vy, that are not identically 0 on U; are 9;_1, ¥;, and 9;41. If z = n is an
integer, then

3" () = () (1) = )y

" 901 () + () T gasa(n)  gu(n)
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Figure 5.9: Example 5.7.5.

If instead z is not an integer, then when we set n = |z, we have

S 4(2) = tn(e) + Y (0)
1E€EZ
_ gn(7) n gn+1(x)
In—1(2) + gn () + gnt1(2)  gn(2) + gn+1(2) + gnta(z)
_ gn(2) @)
9n () + gn+1(x)  gn(2) + gnt1(2)

since gn—1(z) = gnt2(z) =0 for x € U, NUp 1.

Example 5.7.5. Consider the unit sphere S? given as a subset of R?. Cover S?
with two coordinate patches (U, z) and (Us, Z), where the coordinate functions
have the following inverses:

7 (u,v) = (cosusinv, sinusin v, cos v)

z7 (1, v) = (— cosusin v, — cos T, — sin & sin v)

1]

for (u,v) € (0,27) x (0, ).
Define now the bump functions

where f is the function in Lemma 5.7.3. These functions are smooth and vanish
outside [0.1,6] x [0.1,3] = K, which is a compact subset of (0,27) x (0, 7). Define
also the bump functions h; : S = R by

b (p) = grox(p), ifpe U, and  ha(p) = g20Z(p), ifpe Uy,
! 0, 1fp¢Ul7 ? 0, 1fp¢U2
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By construction, these functions are smooth on S? and vanish outside a compact

subset of U and Uy, namely, 71 (K) and 2~ !(K) respectively. In Figure 5.9, the

half-circles depict the complements of U; and Us on S?, and the piecewise-smooth

curves that surround the semicircles show the boundary of x~!(K) and z7!(K).
Finally, define the functions %; : S> = R by

_ h; (p)
hi(p) + ha(p)

These functions are well defined since h; and ho are nonzero on the interior of
27 1(K) and 271 (K), respectively, and these interiors cover S2. The pair of functions
{11,192} is a smooth partition of unity that is subordinate to the atlas that we
defined on S2.

Vi(p)

An object that recurs when dealing with partitions of unity is the set over which
the function is nonzero. We make the following definition.

Definition 5.7.6. Let f : M — R be a real-valued function from a manifold M.
The support of f, written Supp f, is defined as the closure of the non-zero set, i.e.

Supp f = {p € M| f(p) # 0}.

A function is said to have compact support if Supp f is a compact set.

With this terminology, the second criterion concerning functions in a partition
of unity {4 }aez subordinate to a given atlas is that each function has a support
that is compact and in an open set of the atlas.

5.7.2 Integrating Differential Forms

We are now in a position to define integration of n-forms on a smooth n-dimensional
manifold. We must begin by connecting integration of forms in R™ to usual inte-
gration.

Definition 5.7.7. Let w be a differential n-form over R™. Let K be a compact
subset of R™. If
w= flz' ... 2")dz' A ANda",

then we define the integral

/wdéf/f(:cl,...,x")dxldx2~-dx":/de,
K K K

where the right-hand side represents the usual Riemann integral.

(As pointed out at the beginning of this section, we can also use the Lebesgue
integral instead of the Riemann integral.) Also, if w is a form that vanishes outside
a compact set K, which is a subset of an open set U, then we define fU w = fK w.

In order to connect the integration on a manifold M™ to integration in R™, we
must first show that this can be done independent of the coordinate system.
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Lemma 5.7.8. Let M™ be a smooth, oriented manifold with atlas A = {(U;, ¢;) }icr-
Let K be a compact set with K C Uy N Us, and let w be an n-form that vanishes
outside of K. Setting V; = ¢;(U;) fori = 1,2, then the following integrals are equal

/ ) () = / 63 @)

Proof. Using the standard notation for transition functions, write Vg = ¢o(Ua N
Ug) and ¢21 = ¢ © ¢1_1, a homeomorphism from Vi to Vo1. We use coordinates
(x',...,2") on the chart (Uy, ¢1) and (y!,...,y") on the patch (Us, ¢2). We write

(7)) (w) = F(z, ..., 2" da A+ A da”

(3 ) (W) = Fy's . y™) dy' A Ady™

as n-forms in R™, which by hypothesis are zero outside of V;5 and V5, respectively.
According to Definition 5.7.7,

/vu((bll)*(w):/f(xl,...,x")dxl...dxn
/\/21(¢21)*<W) :/f(yl,._.7yn)dy1_..dyn

We note that ¢5 ' = ¢7 ' 0 12 50 (¢51)* = ¢ty 0 (¢71)*. Hence

Flyio- g™ dyt A A dy™ = (657) (@) = 91 (67 1)"w)
= o5 (f(zh, ... x") dzt A--- A da™)

= (fodi)(y', .., y")(det dpra)dy' A--- Ady",

where the last equality follows from (5.30). Since the manifold is oriented, det d¢12 >
0. Consequently, we have

/ ($3 )" (w) = / (fod2)(y',....y")(det dpra) dy" - - - dy”
Va1 Va1
= /V (fodi)(Wh,...,y™)| det dpia| dy' - - - dy™

= f(xl,...,x")dx1~~~dz":/ (qbl_l)*(w),

Viz Viz

where the second to last equality holds by the usual substitution-of-variables formula
for integration. O

This lemma justifies the following definition in that it is independent of the
choice of coordinate system.
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Definition 5.7.9. Let M be an oriented, smooth n-dimensional manifold. Let w
be an n-form that vanishes outside of a compact subset K of M, and suppose that
K is also a subset of a coordinate neighborhood (U, ¢). Then we define the integral

[ w- /¢ e,

where the right-hand side is an integral over R™ given by Definition 5.7.7.

This definition explains how to integrate an n-form when it vanishes outside a
compact subset of a coordinate patch. If this latter criterion does not hold, we use
partitions of unity to piece together calculations that fall under Definition 5.7.9.

If a manifold M is not orientable, then for any atlas there will exist two co-
ordinate charts ¢, and ¢z such that det(d(¢g o ¢5')) < 0. From the proof of
Lemma 5.7.8 integrating a form over the intersection of these two coordinate charts,
with respect to one chart versus the other, will give a difference of signs. Then Def-
inition 5.7.9 is not well-defined. Consequently, it is impossible to define integration
over a non-orientable manifold. On the other hand, if M is non-orientable and
U is an open subset of M, it may be possible that U is orientable. In this case,
Definition 5.7.9 applies.

Definition 5.7.10. Let M™ be an oriented, smooth manifold, and let w be an
n-form that vanishes outside a compact set. Let {¢;};,c; be a partition of unity
subordinate to the atlas on M. Define

/JWWZZ/M v

iel
where we calculate each summand on the right using Definition 5.7.9.

The summation only involves a finite number of nonzero terms since w vanishes
outside a compact set. The reader may wonder why we only consider forms that
vanish outside of a compact subset of the manifold. This is similar to restricting
one’s attention to definite integrals in standard calculus courses. Otherwise, we face
improper integrals and must discuss limits. As it is, many manifolds we consider
are themselves compact; in the context of compact manifolds, the requirement that
w vanish outside a compact subset is superfluous.

The next proposition outlines some properties of integration of n-forms on n-
dimensional manifolds that easily follow from properties of integration of functions
in R™ as seen in ordinary calculus. However, we first give a lemma that restates the
change-of-variables rule in integration over R™.

Lemma 5.7.11. Let A and B be compact subsets of R™. Let f : A — B be a smooth
map whose restriction to the interior A° is a diffeomorphism with the interior B°.
Then on A°, f is either orientation-preserving or orientation-reversing on each
connected component. Furthermore,

Jo=s1] o
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where the sign is +1 (respectively, —1) if f is orientation-preserving (respectively,
orientation-reversing) over A.

Proof. By the Inverse Function Theorem, f~! is differentiable at a point f(p) if
and only if df, is invertible and if and only if det df, # 0. Since each component
function in the matrix of df,, is continuous, then det df, is a continuous function from
A to R. By the Intermediate Value Theorem, det df, does not change signs over
any connected component of A°. Thus, f is orientation-preserving or orientation-
reversing on each connected component of A°.

Let (z%,22,---,2") be coordinates on A C R™ and (y!,y?,--- ,y") coordinates
on B C R®. Then we can write w = ady' A --- A dy™ for a smooth function
a: R®™ — R. By Problem 5.5.5,

ffw=ao f(detdf)dz* A--- A da™.

Furthermore, according to the change-of-variables formula for integration in R™ (see
[55, Section 16.9, Equations (9) and (13)]) in the usual calculus notation, we have

/ ady'dy?- - dy"™ = / ao f|detdf|dat dz? - - - da".
B A
Therefore, if f is orientation-preserving on A,
/ w :/ adytdy?---dy™ = / ao f|detdf|dzt da? - - - da"
B B A
= / ao f(detdf)da' da?-- - da™ = / ffw.
A A

If f is orientation-reversing, the above reasoning simply changes by | det df| =
—det df and a —1 factors out of the integral. O

Proposition 5.7.12 (Properties of Integration). Let M and N be oriented, smooth
manifolds with or without boundaries. Let w and n be smooth forms that vanish
outside of a compact set on M.

1. Linearity: For all a,b € R, / (aw +bn) = a/ w4+ b/ 7.
M M M

2. Orientation change: If we denote by (—M) the manifold M but with the op-

posite orientation, then
[
(=M) M

3. Substitution rule: If g : N — M is an orientation-preserving diffeomorphism,

/w:/g*w.
M N
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Proof. Part 1 is left as an exercise for the reader.

If M is an oriented manifold with atlas {(Us, ¢a)}acr, then equipping M with an
opposite orientation means giving a different atlas {(V3s, ¢5)} ges such that det d(¢go
¢51) < 0 whenever (5,3 o ¢! is defined. Following the proof of Lemma 5.7.8, one
can show from the reversal in orientation that

[k
(—=K) K

for any compact set K in any intersection U, N Vz. Hence, by using appropriate
partitions of unity and piecing together the integral according to Definition 5.7.10,
we deduce part 2 of the proposition.

To prove part 3, assume again that w is compactly supported in just one co-
ordinate chart (U, ¢) of M. Otherwise, using a partition of unity, we can write
w as a finite sum of n-forms, each compactly supported in just one coordinate
neighborhood. Without loss of generality, suppose that ¢~ !(U) is a subset of a
coordinate chart (V,4) on N. Saying that g is orientation-preserving means that
det(pogorp~t) > 0. Since g~1(U) C V, then V contains the support of g*w. Now,
by applying Lemma 5.7.11 to the diffeomorphism ¢ o g o4 ~!, we have

_ —1*: Oo—l* —1*: —1000—1*

/Mw_/w)(d) S /w<v>(¢ eV /w(V>(¢ poger )Y
_ ° =1y, —1\*/ * _ 0. O
[ eevre= [ wirew= [ o

In calculus we defined line integrals along piecewise-smooth curves or surface
integrals on piecewise-smooth surfaces. Though we have not, to this point, defined
piecewise-smooth manifolds, we can do so in a way that allows us to give a definition
of the integral over a piecewise-smooth manifold.

Definition 5.7.13. A piecewise-smooth manifold M is a topological manifold that
is the finite union of smooth manifolds My, M, ..., M} that intersect only on their
boundaries. A piecewise-smooth manifold is oriented if each manifold M; is oriented
in such a way that if M; and M; intersect along a boundary component C, then the
orientation induced on C from M; is opposite the orientation induced from M;.

Definition 5.7.14. Let M" be a piecewise-smooth manifold as in Definition 5.7.13.
Let w be an n-form that is smooth on each piece M;. Then we defined the integral

/w:/ w+~-~+/ w.
M M, Mk'

PROBLEMS

5.7.1. Prove that a function f : R — R that is identically 0 for x < 0 and positive for
x > 0 cannot be analytic.
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5.7.2. The manifold RP? is orientable. Let U; = {(z' : 2° : 2® : ) € RP®|x; # 0} be
the coordinate open set as described in Example 3.1.6. Use A = {(U;, ¢;)}i; as
the atlas for RP%. Define

f(a::y:z:w):{

—w?/(4w?—2? —y?_2?)

e if 22 + y? + 2% < 4uw?

0 otherwise.

Define also hy(z' : 22 : 2% 1 2%) = f(2® : 2% 1 2% 1 2'), ha(a! 1 2?1 2% 2h) = (2 :

z' : 2! : 2?) and similarly for hs and hy. Finally define

hi(z! s z?: 2® 2?)

iy hi(at ra? o’ at)

(a) Prove that f (and hence v; for i = 1,2, 3,4) is a well-defined function on
RP.

(b) Prove that f is smooth.

(c) Prove that {11, 12,3, %4} is a smooth partition of unity of RP* subordinate
to A.

5.7.3. Prove that Proposition 5.7.12 holds for oriented piecewise-smooth manifolds.

Yi(z' 2?22t =

5.8 Integration on Manifolds - Applications

The reader might have noticed the impracticality of n-forms on an n-dimensional
manifold from the definition. By virtue of the structure of a manifold, simply to
provide a consistent definition, we are compelled to use a formula similar to that
presented in Definition 5.7.10. On the other hand, integrals involving terms such as
e~/ or bump functions as described in Example 5.7.5 are intractable to compute
by hand.

The following useful proposition gives a method to calculate integrals of forms
on a manifold using parametrizations while avoiding the use of an explicit partition
of unity. The proposition breaks the calculation into integrals over compact subsets
of R™, but we need to first comment on what types of compact sets we can allow.
We will consider compact sets C' C R™ whose boundary 0C' has “measure 0.” By
“measure 0,” we mean fac 1dV = 0. More intuitively, we do not want C' to be
strange enough that its boundary 0C' has any n-volume.

Proposition 5.8.1. Let M™ be a smooth, oriented manifold with or without bound-
ary. Suppose that there exists a finite collection {C;}¥_, of compact subsets of R™,
each with boundary 0C; of measure 0, along with a collection of smooth functions
F; : C; = M such that: (1) each F; is a diffeomorphism from the interior C?
onto the interior F;(C;)° and (2) any pair F;(C;) and F;(C;) intersect only along
their boundary. Then for any n-form w on M, which has a compact support that is
contained in F1(C1) U --- U Fi(Cy),

k
w= Flw. 5.35
Je=x . 63
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Proof. We need the following remarks from set theory and topology. Recall that
for any function f : X — Y and any subsets A, B of Y, we have f~1(AU B) =
YA U fYB) and f~Y(ANB) = f~1(A) N f~Y(B). For general functions, the
same equalities do not hold when one replaces f with f~!. However, if f is bijective,
the equality does hold in both directions.

Let A = {(Ua, ¢a) tacr be the atlas given on M. Let K be the support of w.
Note that since each F; is continuous, then F;(C;) is compact.

Suppose first that K is a subset of a single coordinate chart (Up, ). Since
K C Fi(Cy)U---UF(Cy),

K=Kn(F(C)U---UF(Cr)) = (F1(C1)NK)U---U (Fr(Cr) N K),
and, again, because ¢ is a bijection,

d(K) = (qSoFl(Cl) ﬂqS(K)) u---u ((;SoFk(C’k) OK). (5.36)

Since ¢ is a homeomorphism and since any pair F;(C;) and F;(C;) intersect only
along their boundaries, then the same holds for any pair K N F;(C;) and K NF;(C;)

and also for any pair ¢(K) N (¢ o F;)(C;) and ¢(K) N (¢ o F;)(C)).
By definition of integration of n-forms over a coordinate chart, i.e., Definition

5.7.9,
[ w= /¢ PR /¢ e

By Equation (5.36) and the theorem on subdividing an integral by nonoverlapping
regions in R™ (see [55, Section 16.3, Equation (9)] for the statement for integrals

over R?),
w= (6~ H)*w.
/ Z/(K)ﬂ(qboF )(Cy)

Note that this is precisely where we need to require that the C; have boundaries of
measure 0.

The setup for the proposition was specifically designed to apply Lemma 5.7.11
to the function ¢ o F; : C; — (¢ o F;)(C;) for each i € {1,...,k}. We have

/ @e=[ @eRyE@
S(K)NGoF;(C) FY(K)NCs

:/ Fi*w:/ Frw,
F7HK)NC; C;

and the proposition follows for when K is a subset of a single coordinate chart.

If K is not a subset of a single coordinate chart, we use a partition of unity
subordinate to the atlas of M. In this case, the proposition again follows, using
Proposition 5.5.6(2), so that for each partition-of-unity function v;, we have

Fr(¢jw) = (¢j o F})Fj w.
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With this proposition at our disposal, we are finally in a position to present
some examples of integration of n-forms on a smooth n-manifold.

Example 5.8.2. Consider the 2-torus M = T? = S! x S'. We choose an atlas on
M so that one of the coordinate functions is ¢ : M — (0,2m)? corresponding to
pairs of angles going around each S'. It should be clear by now that in order to
express an n-form explicitly, we need a coordinate-depend description. Let w be a
2-form on M such that

(¢~ H)*(w) = (3 + cosv)? cosvdu A dv.

Then from Proposition 5.8.1 we calculate that

2m 2
/w:/ / (3 + cosv)? cos v du dv
M o Jo
2m

= 27r/ 3cosv + 6cos? v+ 9cos® vdv = 1272,
0

This example illustrates a special case of a particular situation. We often think
of the torus as an embedded submanifold of R3. This motivates the following
definition.

Definition 5.8.3 (Integration on Submanifolds). If M is an immersed submanifold
of dimension m with the immersion f : M™ — N™ and if w € Q™(N), then we

define
/ w= frw. (5.37)
(M) M

This definition applies in particular to embedded submanifolds.

Example 5.8.4. We revisit Example 5.8.2 to show how it relates to Definition 5.8.3.
Suppose that we embed the torus in R? using the parametrization

F(u,v) = ((3+ cosv) cosu, (3 + cosv) sinu,sinv) for (u,v) € [0, 27]?.

Notice that this parametrization is described by F = f o ¢!, where ¢ is the coor-
dinate chart described in Example 5.8.2 and f : M — R? is the actual embedding
function of the torus into R3.

Consider the 2-form on R? defined by n = —ydx A dz + x dy A dz. We calculate
that

F*(dz Ndz) = d((3 + cosv) cosu) A d(sinv)
= —sinwucosv(3 + cosv) du A dv,
F*(dy A dz) = d((3 4 cosv) sinu) A d(sinv)

= cosucosv(3 + cosv) du A dv.
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Thus,

F*n=—(3+cosv)sinu F*(dx A dz) + (3 4 cosv) cosu F*(dy A dz)
= (3 + cosw)? cosvdu A dv.
So F*n = (¢~ 1)*(w) from the previous example. Since F* = (¢~1)* o f*, we see

that the form w chosen in Example 5.8.2 is f*n. So by Definition 5.8.3, we connect
these integrations by

= / (3 + cosv)? cosvdudv = 1272,
[0,27]2

which we calculated in Example 5.8.2.

Example 5.8.5. As another example, consider the unit sphere S? in R? covered
by the six coordinate patches described in Example 3.1.5. Adjusting notation to
F = )?(1) and Fr = X(Q), we observe that if we use the compact set C; = Cy as
the closed unit disk {(u,v)|u? +v? < 1}, then the sphere can be covered by F;(C)
and F5(C3). Thus, we have k = 2 in the setup of Proposition 5.8.1.

Consider the 2-form w = zz3dy A dz on S?, with the x,y, z representing the
coordinates in R3. We have

Fi(u,v) = (u,v,/1 —u? —02) and Fy(u,v) = (u,v,—v 1 —u2 — v3),

so we calculate that

Fl*w:u(lfu2fv2)3/2dv/\<f “ du — v dv)
V1—u? -2 V1—u?—0v?

= u?(1 —u? —v?) du A do,

and similarly, Fyw = u?(1 — u? — v?) du A dv. Then by Proposition 5.8.1,

/w:/ Fiw+ F2*w22/ u?(1 —u? —v?) du dv.
S2 C Cs Cy

Putting this in polar coordinates, we get

2 1
/ w= 2/ / r? cos? 0(1 — r%)r dr df
52 o Jo
2m 1 . T
2</ c0829d9> (/ rsr”dr).
0 0 6

An important case of integration on submanifolds is the line integral over a
curve.
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Definition 5.8.6. Let 7 : [a,b] = M be a smooth curve, and let w be a 1-form on
M. We define the line integral of w over vy as

/w :/ v*w.
¥ [a,b]

In addition, if v is a piecewise-smooth curve, we define

[

where [¢;—1,¢;], with i = 1,..., k, are the smooth arcs of ~.

At the beginning of this section, we proposed to find a definition of integration
that generalizes many common notions from standard calculus. We explain now
how the above two definitions generalize the concepts of line integrals in R™ and
integrals of vector fields over surfaces.

Consider first the situation of line integrals in R®. (The case for R™ is identical
in form.) In vector calculus (see [55, Definition 17.2.13]), one considers a continuous

vector field F : R3 — R3 defined over a smooth curve 7 : [a,b] — R?. Then the line

integral is defined as
b
/ﬁ i = / F(3(0)) - 7(t) dt.
g a

To connect the classical line integral to the line integral in our present formulation,
set w = Fydx + Fody + F3dz, where F = (Fy, Fy, F3). If we write v(t) = §(t) =
(v (), 7% (1), 7*(#)), then

Yw = Fi(y(H)d() + Fa(/()d(r?) + Fs(1(1)d(*)
= (RO ) + BOE) 6 (1) + BOE) () (1)) dt
= F(7(t)) -7/ (t) dt.

Thus, we have shown that the classical and modern line integrals are equal via

b
/w:/ 'y*w:/ﬁ~dr".
¥ a v

Second, consider the situation for surface integrals. In vector calculus (see [55,
Definitions 17.7.8 and 17.7.9]), one considers a continuous vector field F:R3 > R3
defined over an oriented surface S parametrized by ¥ : D — R3, where D is a
compact region in R2. If (u,v) are the variables used in D, then

//F s = // (P % 7,) dA.



240

5. Analysis on Manifolds

To demonstrate the connection with the modern formulation, if we write F =
(F1, Fy, F3), then set

w = Fin' + Fan’ + Fan’,
where 77 are the 2-forms described in Equation (5.24). Set also f(u,v) = #(u,v),
and write f = (f1, f2, f3) as component functions in R3. Then

fro=Fi(f(u,0) f*n' + Fa(f(u,0)) f*n? + Fa(f (u,0) fn. (5.38)
We calculate f*n' as

2 2 3 3
f*(dx2/\dm3):df2/\df3:<aaf du +%d)/\<%};d +% )

U )

“\Ou v v du
Repeating similar calculations for f*n? and f*n® and putting the results in Equation
(5.38), we arrive at

)d Ado.

ffw = F(f(u,v)) - (Fy x 7)) du A dv.

Using Definition 5.8.3 for the integration on a submanifold, we conclude that

o fre- ff s

thereby showing how integration of 2-forms on a submanifold gives the classical
surface integral.

It is interesting to observe how the integration of forms on manifolds and on
submanifolds of a manifold generalizes simultaneously many of the integrals that
are studied in classic calculus, which are in turn studied for their applicability to
science. However, the reader who has been checking off the list at the beginning of
this section of types of integration we proposed to generalize might notice that until
now we have not provided generalizations for path integrals [ ¢ [ ds or integrals of
scalar functions over a surface [ fdA. The reason for this is that these integrals
involve an arclength element ds or a surface area element dA. However, given a
smooth manifold M without any additional structure, there is no way to discuss
distances, areas, or n-volumes on M. Riemannian manifolds, which we introduce in
the next chapter, provide a structure that allows us to make geometric calculations
of length and volume. In that context, one can easily define generalizations of path
integrals and integrals of scalar functions over a surface.

Before moving on to applications to physics, we mention a special case where
the line integral is easy to compute.

Theorem 5.8.7 (Fundamental Theorem for Line Integrals). Let M be a smooth
manifold, let f : M — R be a smooth function, and let vy : [a,b] — M be a piecewise-
smooth curve on M. Then

/ df = F((b) — f(7(a)).
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Proof. By Proposition 5.5.6(3), v*(df) = d(v* f), so we have

Y(df) =d(y* f) = d(f o) = (for)(t)dt,

where ¢ is the variable on the manifold [a,b]. Thus,

L df = /H 2 (df) = / (f o) () dt = F(v(B)) — F(2(a))-

5.8.1 Conservative Vector Fields

We now wish to look at a central topic from elementary physics through the lens of
our theory of integration on a manifold.

In elementary physics, one of the first areas studied is the dynamics of a particle
under the action of a force. We remind the reader of some basic facts from physics.
Suppose a particle of constant mass m is acted upon by a force F (which may
depend on time and space) and follows a trajectory parametrized by 7(¢). Writing
¥ = 7' for the velocity and v = ||9]| for the speed of the particle, we define the kinetic
energy by T' = %va. Furthermore, since m is constant for a particle, according to
Newton’s law of motion, F = mi'. Finally, as the particle travels for t; < ¢ < o,
we define the work done by F' as the line integral

ta .
W:/ F-dr.
t1

The kinetic energy depends on time and we have

ar d/1 _ av |, =

Thus, as a particle moves along 7(t) for t; <t < tq, the change in kinetic energy is
to .
TQ—leT(tQ)—T(tl):/ F~17clt=/F~dF=VV7 (5.40)
t1 Y

where the last integral is a line integral over «, the curve traced out by the trajectory
7(t) of the particle. Thus, the change in kinetic energy is equal to the work done
by the external forces. This result is often called the Energy Theorem. A force is
called conservative if it does not depend on time and, if, as a particle travels over
any closed, piecewise, smooth curve the kinetic energy does not change.

Though in physics one simply speaks of vectors or vector fields, from the per-
spective of manifold theory, certain objects may be vectors or covectors, depending
on their use or their transformational properties under coordinate systems. Some
objects viewed as vector fields in classical physics should even be understood as a
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Y2 b2

Al
D1

Figure 5.10: Two paths between p; and ps.

2-form; this possible confusion arises from the fact that over a smooth manifold
3-manifold, for each p € M, /\1 T,M*, /\2 T,M*, and T, M are all isomorphic as
vector spaces.

Because of how it appears in the Energy Theorem (5.40), a force field should be
viewed as a 1-form w defined in R?. Then the Energy Theorem for the trajectory
of a particle can be written as

/ w=T(1(t2) — T(7().

At any given point p along the trajectory of the particle, the velocity of the particle
is a tangent vector v € T,R®. Then the instantaneous change of energy in (5.39) is
simply the contraction w(v),.

Definition 5.8.8. A 1-form (covector field) on a smooth manifold M is called

conservative if
/ w=0~0
~

for all closed, piecewise-smooth curves v on M.

This definition has a different and perhaps more useful characterization. If v,
and s are two piecewise-smooth paths from points p; to ps, then the path v, e (—72)
defined by first traveling from p; to ps along v; and then traveling backwards from
p2 to p1 along 7, is a closed, piecewise-smooth curve (see Figure 5.10). It is not
hard to show that for any 1-form w,

/ w:/w+/ w:/wf/w.
y10(—72) T (=72) T 72

Hence, a covector field w is conservative if and only if the integral of w between any
two points p; and ps is independent of the path between them.

A smooth 1-form has another alternative characterization, whose proof we leave
as an exercise for the reader.
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Theorem 5.8.9. Let M be a smooth, oriented manifold. A 1-form w € QY(M) is
conservative if and only if w is exact.

Returning to physics in Euclidean R3, according to the Energy Theorem from
Equation (5.40), a force is conservative if and only if the work done over a piecewise-
smooth path between any two points p; and py is independent of the path chosen.
Thus, if Fis conservative, one defines the potential energy by

(z,y,2)

V(z,y,z) = —/ F . dr.
(

%0,Y0,20)

where (xg,yo0,20) is any fixed point. Obviously, the potential energy of Fis a
function that is well-defined only up to a constant that corresponds to the selected
origin point (2o, Yo, 20). It is easy to check that

F=_-VV.

For a conservative force F with potential energy V', the work of F as the particle
travels along 7(t) for t € [t1,tq] is

W = /t CFedr= 7/t YV di = —(V(F(t2)) — V(7(t1))) = —(Va — VA).

1 1

Hence, the Energy Theorem can be rewritten as
T+ Vi=T+ V.

The sum T 4 V of kinetic and potential energy is often referred to simply as the
energy or total energy of a particle. This justifies the terminology “conservative”:
the total energy of a particle moving under the action of a conservative force is
conserved along any path.

As further examples of applications of manifold theory to physics, Problems 5.8.9
through 5.8.11 discuss conservative properties and calculations of flux across sur-
faces for inverse square forces.

PROBLEMS

5.8.1. Let 7 be the curve in R* parametrized by v(t) = (1 +¢*,2t — 1, — 4t, 1) for
t €[1,3]. Let w=xdy + (v* + 2) dz + zw dw. Calculate the line integral f,y w.

5.8.2. Calculate the line integral fw w, where 7 is the triangle in R® with vertices (0,1,2),
(1,2,4) and (—3,4, —2) and where w is the 1-form given in R* by

w= (2zy+ 1)dz + 3z dy + yzdz.

5.8.3. Evaluate fM w, where M is the portion of paraboloid in R? given by z = 9—z2 —y?
above the zy-plane and where w is the 2-form w = y* dxAdy+2° dzAdz+2 dyAdz.
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5.8.4.

5.8.5.

5.8.6.

5.8.7.

5.8.8.
5.8.9.

Let T? be the torus embedded in R* that is given by the equations z* + y? =
22 + w? = 1. Note that the flat torus can be parametrized by

F(u,v) = (cosu,sinu, cos v, sinv)
for appropriate v and v. Compute the integral sz w, where w is the 2-form in R*
given by
(a) w=2a%dy A dw;
(b) w=a3zdy A dw;
(c) w=(zyz +1)dz Adz + e*yzdy A dw.
Consider the unit sphere M = S? embedded in R3. Let

B 22de Ndy +xdr Adz+ zydy Adz
- m2+y2+22

be a 2-form pulled back to S?. Calculate directly the integral fM w using:

(a) the latitude-longitude parametrization;

(b) the stereographic parametrizations {mn,7s} defined in Problem 3.2.5 and
Example 3.7.3. [Hint: Use two coordinate patches.]

Consider the 3-torus described in Problem 5.2.4. Calculate [’ W Where

1+ sinw

(a) w= (cos2 v+ ) du A dv A dw given in local coordinates;

2+ cosu
(b) w=a'de* Adx? Ada® + 2? da® A dx® A dz* in coordinates in R*.

Let T? = S' x S be the 2-torus where we use a pair of angles (8, p) € (0, 27)?
as one of the coordinate charts and complete it in the natural manner to cover
the whole torus. Show that w expressed as 3 cos? 0 sin ¢ df + (2 + cos® @) dy over
the given coordinate chart extends to a 1-form over the whole torus. Consider
the curve C on T? given as a submanifold 7 : [0,27] — T? expressed over this
coordinate chart as (6, ) = v(t) = (2t,3t). Calculate the integral fv w.

Prove part 1 of Proposition 5.7.12.

The force exerted by an electric charge placed at the origin on a charged particle
is given by the force field F'(7) = K+/||7]|®, where K is a constant and 7 = (z, 3, 2)
is the position vector of the charged particle. Write this force field as the covector

= Ke dz + Ky dy + Kz d
T @y + 22)32 x (22 + y2 + 22)3/2 Y (22 + y2 + 22)3/2 z

over the manifold R3.

(a) Calculate the work exerted by the force on a charged particle that travels
along the straight line from (3, —1,2) to (4,5, —1).

(b) Prove that F is a conservative force, i.e., that w is a conservative covector
field.

(c) Prove that w = df where f(z,y,2) = —K/r = —K/(z* + 3* + 22)Y/2.
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5.8.10. This exercise continues Problem 5.8.9. Consider the sphere of radius R and center
0 as an embedded submanifold f : S* — R3. Prove that

/ *w = —4r K.
F(82)

[Hint: Use the longitude-latitude coordinate system with (u,v) € [0, 27] X [0, 7].]

5.8.11. Let T? be the 2-torus embedded in R®, using the function f : T2 — R? given in
Example 5.8.4. Show by direct calculation that

/ *w =0
F(T2)

where w is the 2-form described in Problem 5.8.9.

5.8.12. Let M be a smooth, oriented manifold. Referring to Example 5.8.9, prove that a
smooth (co)vector field w on M is conservative if and only if w is exact.

5.9 Stokes’ Theorem

In the last section of this chapter, we present Stokes’ Theorem, a central result in
the theory of integration on manifolds.

In multivariable calculus, one encounters a theorem by the same name. What
is called Stokes’ Theorem for vector fields in R® states that if S is an oriented,
piecewise-smooth surface that is bounded by a simple, closed, piecewise-smooth
curve C, then for any C! vector field F defined over an open region that contains

S,
/F’-df‘:/(Vxﬁ)-dﬁ.
c s
(See [55, Section 17.8].)

It is a striking result that the generalization of this theorem to the context of
manifolds simultaneously subsumes the Fundamental Theorem of Integral Calculus,
Green’s Theorem, the classical Stokes’ Theorem, and the Divergence Theorem.

Before giving the theorem, we state a convention for what it means to inte-
grate a 0-form on an oriented, zero-dimensional manifold. If N is an oriented zero-
dimensional manifold, then N = {p1, pa,...,p.} is a discrete set of points equipped
with an association of signs s; = +1 for each i = 1,...,c. Then by convention for
any O-form f (i.e., a function on N),

/Nf = Zsif(pi)- (5.41)
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Theorem 5.9.1 (Stokes’ Theorem). Let M™ be a piecewise-smooth, oriented man-
ifold with or without boundary, and let w be an (n — 1)-form that is compactly sup-
ported on M. Equipping OM with the induced orientation, the following integrals

are equal
/ dw:/ w, (5.42)
M aM

where on the right side we take w to mean the restriction of w to OM. If OM = (),
we understand the right side as 0.

Proof. We first treat the case where n > 1. Furthermore, we first prove Stokes’
Theorem when M is a smooth manifold.

Suppose first that w is compactly supported in a single coordinate chart (U, ¢).
Then by the definition of integration and by Proposition 5.5.6,

| o= o= [y,

n
+

Using the (n — 1)-forms 7/ defined in Equation (5.24) as a basis for Q" (R} ), write
(¢7")*w=>""_, wjn’. Then, for the exterior differential, we have

a6 =5 (S ) = (852t na

j=1 \i=1 i=1
where the second equality follows from Equation (5.25).

Since w is compactly supported in U, then for large enough R, the component
functions w;(x!, ..., 2™) vanish identically outside the parallelepiped

Dr=[-R,R| x -+ x[-R,R] x [0, R].

n—1
Therefore, we remark that for all i =1,...,n — 1, we have
R .
8 i . x'=
e = [wi(@)] 5", =0, (5.43)

R 6:67‘
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Consequently, we deduce that
Ow;

L= [ L [ (25
awi 1 n
fZ// .“/,Raxidx.”dx
n—1 R R 4 e
:Z/// QWi g\ dat i+ - da”
~Jo Jor Jor\J-r Oz
R

) dat - dae™ Vda™

R R .
= / [cun(yc)]in:é2 dat---dz™ ! by Equation (5.43)
-R -R B
R R
:—/ wol(xt,. 2" 0)dat - da (5.44)
-R -R

where the last equality holds because w,(z!,...,2""1 R) = 0. Note that if the
support of w does not meet the boundary M, then w,(z!,...,2" "1 0) is also
identically 0 and [,, w = 0.

To understand the right-hand side of Equation (5.42), let i : 9M — M be the
embedding of the boundary into M. The restriction of w to M is i*(w). Further-
more, in coordinates in (U, ¢), i*(dz*) = dz* if k = 1,...,n — 1 and i*(dz™) = 0.
Hence, i*(n?) = 0 for all j # n. Thus, in coordinates,

i*(w) = wy(zt, - 2" o)
= (D)"Y, (at, o 2" 0)dat A Ada T

However, by Definition 3.7.8 for the orientation induced on the boundary of a man-
ifold, we have

/ a(x)dz' A ANda"t = (71)"/ a(x)de’---da" !
oM Rn—1

for the (n — 1)-form adz® A -+ A dz™~!. Thus,

:/ ()" tw, (2t 2" 0)dat A Ada™ Tt
DRﬁ{CE" 0}

’R R
- ‘/ / e, " 0)dat e,
—R —R
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which, by (5.44), is equal to [, dw. This proves (5.42) for the case when w is
supported in a compact subset of a single coordinate patch.

Suppose now that w is supported over a compact subset K of M that is not
necessarily a subset of any particular coordinate patch in the atlas A = {(Uy, ¢o)}
for M. Then we use a partition of unity {t¢,} that is subordinate to A. Since K is
compact, we can cover it with a finite collection of coordinate patches {(U;, ¢:)}r_;.

Then ) k
/aM “=2 /QM v =2 /M d(tw)

by application of Stokes’” Theorem for each form ;w that is supported over a com-
pact set in the coordinate patch U;. But d(v,w) = dy; A w + ¢;dw, so

k k k
/aMw—;/M (dips A w + tidw) —;/Mdz/}i/\qu;/M?/Jidw

—/Md<zk:wi> Aw+:1/Mwidw

i=1
:/Md(l)/\w+§;/Mwidw:0+§;/M¢idw:/de

This establishes Stokes” Theorem for n > 1 and M a smooth manifold.

Let n > 1 and suppose now that M is a piecewise-smooth, oriented manifold,
consisting of smooth submanifolds My, Mo, ..., M,. By definition of integration on
piecewise-smooth manifolds, if w is a compactly supported (n — 1)-form, then

/dw: dw+---+ dw=/ w+-~-—|—/ w,
M M, M, oM, OM>

where the second equality follows by Stokes’ Theorem on smooth, oriented mani-
folds. By the definition of an orientation on an oriented, piecewise-smooth man-
ifold, if M; and M; share a boundary component, then these components have
induced opposite orientation. Consequently, the boundary components in the set
{0My,...,0M;} which do not cancel out precisely form the components of the
boundary OM. Hence, we again recover

/dw:/ w.
M oM

Now consider the case of a 1-manifold M. The boundary M is a 0-dimensional
manifold. The O-form w is simply a real-valued function on M. For a compact set
K contained in a coordinate system ¢ : U — R4 on M, the intersection K N oM is
either empty or consists of a single point {p;}. Thus, with the assumption that w
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is supported over a compact set contained in a coordinate patch of M, we conclude
that

/M af = f(pi)s:

by the usual Fundamental Theorem of Integral Calculus. By the convention in
(5.41) for integration on a zero-dimensional manifold, we also have [, f = f(pi)si.
Utilizing a partition of unity when w is not assumed to be supported in a single
coordinate patch, one also immediately recovers Stokes’ Theorem. O

Two cases of Stokes” Theorem occur frequently enough to warrant special em-
phasis. The proofs are implicit in the above proof of Stokes’ Theorem.

Corollary 5.9.2. If M is a smooth manifold without boundary and w is a smooth
(n — 1)-form, then
dw = 0.
M

Corollary 5.9.3. If M is a smooth manifold with or without boundary and w is a
smooth (n — 1)-form that is closed (i.e., dw = 0), then

/ w=0.
oM

The convention for integrating O-forms on a zero-dimensional manifold allows
Stokes’ Theorem to directly generalize the Fundamental Theorem of Calculus in
the following way. Consider the interval [a,b] as a one-dimensional manifold M
with boundary with orientation of displacement from a to b. Then OM = {a,b}
with an orientation of —1 for a and +1 for . A 0-form on M is a smooth function
f :la,b] = R. Then Theorem 5.9.1 simply states that

/[mb] df = /ab F(z)dz = f(b) — f(a),

which is precisely the Fundamental Theorem of Calculus.

The reader might remark that, as stated, Stokes’ Theorem on manifolds only
generalizes the Fundamental Theorem of Calculus (FTC) when f is a smooth func-
tion, whereas most calculus texts only presuppose that f is C! over [a,b]. The
history behind the FTC is long and we encourage the reader to consult [13] for
an excellent historical account of the work on defining integrals properly. Since we
restricted our attention to smooth manifolds and smooth functions, these technical
details are moot.

PROBLEMS

5.9.1. Explicitly show how Stokes’ Theorem on manifolds generalizes Stokes’ Theorem
and the Divergence Theorem from standard multivariable calculus.
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5.9.2. Use Stokes’ Theorem to evaluate fs dw, where S is the image in R? of the parametriza-

tion
r(u,v) = (1 — v)(coswu,sin u, sin 2u, 0) + v(2, cos u, sin u, sin 2u)

and where w = 2% dz' + 2° d2? + 2* d2® — ' dz*.

5.9.3. Let M be the hypercube in R* consisting of the 16 vertices (£1,£1,+£1,41). This
is a manifold with boundary embedded in R*. Let w = 2 dy A dz A dw + (3sin(y +
z) + e’”z) dx A dz A dw be a 3-form in R®, which we consider as a 3-form on the
surface of the hypercube OM. Use Stokes’ Theorem to calculate |, on W

5.9.4. Let B* = {z € R*|||=|| < 1} be the unit ball in R*, and note that 9B* = S*. We
use the coordinates (z,y,z,w) in R* and hence in B*. Use Stokes’ Theorem to
evaluate

/ (€™ coswdx A dy A dz + &°zdx A dy A dw).
s3

[Hint: After applying Stokes’ Theorem, consider symmetry across the w = 0 plane,
then use a combination of Cartesian and spherical coordinates integration.]

5.9.5. Let M be a compact, oriented, n-manifold, and let w € Q/(M) and n € Q*(M),
where j+k = n—1. Suppose that 7 vanishes on the boundary M or that dM = (.

Show that
/w/\dn:(—l)jfl/ dw A .
M M

5.9.6. Let M be a compact, oriented n-manifold. Let w and n be forms of type j and k
respectively, such that j + k = n — 2. Show that

/ dw/\dn:/ w A dn.
M oM

Explain how this generalizes the well-known result in multivariable calculus that

[ ey -ar= [[ 9595,

where S is a regular surface in R® with boundary C' and where f adn g are real-
valued functions that are defined and have continuous second derivatives over an
open set containing S.

5.9.7. Integration by Parts on a Curve. Let M be a compact and connected one-dimensional
smooth manifold. Let f,g: M — R be two smooth functions on the curve M. Show
that OM consists of two discrete points {p, ¢}. Suppose that M is oriented so that
the orientation induced on M is —1 for p and +1 for q. Show that

/M fdg = f(q)g(q) — f(p)g(p) — /M gdf.

5.9.8. Let M be an embedded submanifold of R" of dimension n — 1. Suppose that M

encloses a compact region R. Setting w = = ( A z'n"), where the 7/ are defined

n

by Equation (5.24), show that the n-volume of R is [, w.
5.9.9. Consider M = R™ — {(0,...,0)} as a submanifold of R”, and let S"~! be the unit
sphere in R™ centered at the origin.
(a) Show that if w € Q"' (M) is exact, then Jsn—1w=0.
(b) Find an example of a closed form w € Q"' (M) such that [, , w # 0.



CHAPTER 6

Introduction to Riemannian Geometry

To recapitulate what we have done in the past two chapters, manifolds are topo-
logical spaces that are locally homeomorphic to a Euclidean space R™ in which one
could do calculus. Chapter 5 introduced the analysis on manifolds by connecting
it to analysis on R™ via coordinate charts. However, the astute reader might have
noticed that our presentation of analysis on manifolds so far has not recovered one
of the foundational aspects of Euclidean calculus: the concept of distance. And
related to the concept of distance are angles, areas, volumes, curvature...

In the local theory of regular surfaces S in R?, the first fundamental form (see
Example 5.2.3) allows one to calculate the length of curves on a surface, the angle
between two intersecting curves, and the area of a compact set on S (see [5, Section
6.1] for details). This should not be surprising: we defined the first fundamental
form on S as the restriction of the usual Euclidean dot product in R? to the tangent
space T),(.S) for any given point p € S, and the dot product is the basis for measures
of distances and angles in R3.

In general, manifolds are not given as topological subspaces of R™ so one does
not immediately have a first fundamental form as we defined in Example 5.2.3.
Furthermore, from the definition of a differentiable manifold, it is not at all obvious
that it has a metric (though we will see in Proposition 6.1.8 that every smooth
manifold has a metric structure). Consequently, one must equip a manifold with
a metric structure, which we will call a “Riemannian structure.” Applications of
manifolds to geometry and curved space in physics will require this additional metric
structure.

As in many mathematics texts, our treatment of manifolds and Riemannian
metrics does not emphasize how long it took these ideas to develop nor have the
previous two chapters followed the historical trajectory of the subject. After the
discovery of non-Euclidean geometries (see [11] for a good historical discussion), by
using only an intuitive notion of a manifold, it was Riemann [47, Section II] in 1854
who first proposed the idea of a metric that varied at each point of a manifold.
During the following 50 or more years, many mathematicians (Codazzi, Beltrami,
Ricci-Curbastro, Levi-Civita, Klein to name a few) developed the theories of cur-
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vature and of geodesy for Riemann spaces. However, the concept of a differential
manifold as presented in Chapter 3 did not appear until 1913 in the work of H. Weyl
[59, 1.§4]. According to Steenrod [53, p. v], general definitions for fiber bundles and
vector bundles, which we introduced in part in Chapter 5, did not appear until the
work of Whitney in 1935-1940.

Turning to physics, general relativity, one of the landmark achievements in sci-
ence of the early 20th century, stands as the most visible application of Riemann
manifolds to science. Starting from the principle that the speed of light in a vac-
uum is constant regardless of reference frame [20, p. 42], Einstein developed the
theory of special relativity, defined in the absence of gravity. The “interpretation”
of the law that “the gravitational mass of a body is equal to its inertial mass” [20,
p. 65] and the intention to preserve the principle of the constancy of the speed of
light led Einstein to understand spacetime as a curved space where “the geomet-
rical properties of space are not independent, but [...] determined by matter” [20,
p. 113]. Riemannian metrics, curvature, and the associated theorems for geodesics
gave Einstein precisely the mathematical tools he needed to express his conception
of a curvilinear spacetime.

The reader should be aware that other applications of manifolds to science do
not (and should not) always require a metric structure. Applications of manifolds
to either geometry or physics may require a different structure from or additional
structure to a Riemann metric. For example, in its properly generalized context,
Hamiltonian mechanics require the structure of what is called a symplectic manifold.

6.1 Riemannian Metrics
6.1.1 Definitions and Examples

Definition 6.1.1. Let M be a smooth manifold. A Riemannian metric on M is a
tensor field ¢ in Sym? T'M* that is positive definite. In more detail, at each point
p € M, a Riemannian metric determines an inner product on T,M. A smooth
manifold M together with a Riemannian metric g is called a Riemannian manifold
and is denoted by the pair (M, g).

Over a coordinate patch of M with coordinate system (x!,...,2™), as a section

of TM*®2_ one writes the metric ¢ as
9ij dz' @ da?,

where g;; are smooth functions on M. (In this chapter, we regularly use Einstein’s
summation convention.) Since at each point, g is a symmetric tensor, g;; = g,
identically. Furthermore, using the notation from Section 4.6, since g is a section
of Sym? TM*, we write

gij dz" da? . (6.1)

The square root of the expression in Equation (6.1) is called the line element ds
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associated to this metric. Many texts, in particular, physics texts, give the metric
in reference to the line element by writing ds? = g;; dz* da’.

For vectors X,Y € T,M, we sometimes use the same notation as the first
fundamental form ([6, Section 6.1]) and write (X,Y), for g,(X,Y), and it is also
common to drop the subscript p whenever the point p is implied by context. By
analogy with the dot product, the Riemannian metric allows one to define many
common notions in geometry.

Definition 6.1.2. Let (M, g) be a Riemannian manifold. Suppose that X,Y are
vectors in T, M.

1. The length of X, denoted || X]||, is defined by || X|| = +/¢(X, X).
2. The angle 0 between X and Y is defined by

9(X,Y)
cosl) = ————~—,
X1 1Y)

3. X and Y are called orthogonal if g(X,Y) = 0.

Whenever one introduces a new mathematical structure, one must discuss func-
tions between any two instances of them and when two structures are considered
equivalent. In the context of Riemannian manifolds, one still studies any smooth
functions between two manifolds. However, two Riemannian manifolds are consid-
ered the same if they have the same metric. The following definition makes this
precise.

Definition 6.1.3. Let M and N be two Riemannian manifolds. A diffeomorphism
f: M — N is called an isometry if for all p € M,

(X, V), = (dfp(X),df,(Y)) gy forall X,Y € T, M.

Two Riemannian manifolds are called isometric if there exists an isometry between
them.

From an intuitive perspective, an isometry is a transformation that bends (which
also includes rigid motions) one manifold into another without stretching or cut-
ting. Problem 6.1.6 asks the reader to show that the catenoid and the helicoid are
isometric. Figure 6.1 shows intermediate stages of bending the catenoid into the
helicoid. Though one might think this transformation incorporates some stretching
because the longitudinal lines straighten out, the twist created in the helicoid strip
“balances out” the flattening of the lines in just the right way so that one only
needs to bend the surface.

Many examples of Riemannian metrics arise naturally as submanifolds of Rie-
mannian manifolds.

Definition 6.1.4. Let (N, g) be a Riemannian manifold and M any smooth mani-
fold. Let f : M — N be an immersion of M into IV, i.e., f is differentiable and df,
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Figure 6.1: Bending the catenoid into the helicoid.

is injective for all p. The metric g on M induced by f (or “from N”) is defined as
the pull-back g = f*§. In other words,

(X,Y)p = (dfp(X), dfp(Y)) £ () forallpe M and X,Y € T, M.

The property that df, is injective ensures that (, ), remains positive definite
when induced on M.

Example 6.1.5 (Euclidean Spaces). Consider the manifold M = R", where

T,(R™) = R™ is naturally equipped with a Riemannian metric: the usual dot prod-
uct. In particular,

1, ifi=j

0:,0.) =61 =4 )

9(9:.05) = 0 {o, if i # j.

This metric is called the Fuclidean metric.

Example 6.1.6 (First Fundamental Form). A regular surface S is a 2-manifold
embedded in R, where the embedding map is simply the injection i : S — R3. The
first fundamental form (see Example 5.2.3) is precisely the metric on S induced by
i from the Euclidean metric on R3. This connection gives us immediately a whole
host of examples of Riemannian 2-manifolds that we take from the local theory of
regular surfaces.

Proposition 6.1.7. Let M be an m-dimensional manifold embedded in R™. If
F(uy,...,um) is a parametrization of a coordinate patch of M, then over this co-
ordinate patch, the coefficients of the metric g on M induced from R™ are

_OF OF
Y9 = ui o
Proof. Let (x!,...,2™) be the coordinates on R™. Suppose that a coordinate patch
(U, ¢) of M has coordinates (uy,...,u,) and that a parametrization of this coordi-

nate patch is F"(ul, ceUm) = ¢ Y(uy, ..., Uy). By Equation (3.14) the matrix of
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dF in the given coordinate systems is
OF?
oul )’
where F = (F',..., F").

Set (, ) as the usual dot product in R™. Then at each point in U, the coefficients
gie of the metric g satisfy

o 0 0 0 OF'9Fi ; 0 0
9k49<aumue> <dF<a k> dF(aue» S 97 \ 57 57 )

OF' OF7 OF OF -
T ouk aut Y T duk aut”

We should emphasize at this point that a given manifold can be equipped with
nonisometric Riemannian metrics. Problem 6.1.2 presents two different metrics on
the 3-torus, each depending on a different embedding into some Euclidean space.
In both cases, the 3-torus can be equipped with the same atlas, and so in both
situations, the 3-torus is the same as a smooth manifold.

As another example, already in his seminal dissertation [47], Riemann introduced
the following metric on the open unit ball in R™:

gii = ﬁ and 9ij = 0if 4 75 ] (62)
As we will see, this is not isometric with the open unit ball equipped with the
Fuclidean metric.

Example 6.1.5 could be misleading in its simplicity. The reader might consider
the possibility of defining a metric on any smooth manifold M by taking (, ), as
the usual dot product in each T}, M with respect to the coordinate basis associated
to a particular coordinate system. The problem with this idea is that it does not
define a smooth section in Sym? TM* over the whole manifold. Nonetheless, as the
proof of the following proposition shows, we can use a partition of unity and stitch
these bilinear forms together.

Proposition 6.1.8. Every smooth manifold M has a Riemannian metric.

Proof. Let M be a smooth manifold with atlas A = {(Uy, ¢o)}acr. For each a € I,
label (, }* as the usual dot product with respect to the coordinate basis over U,,.
Let {to} be a partition of unity that is subordinate to .A. For each p € M, define
the bilinear form (, ), on T,M by

(X, V) €3 wa(p) (6.3)

acl

for any X,Y € T,M.
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Since for each p € M, only a finite number of o € I have 9,(p) # 0, then
the sum in Equation (6.3) is finite. It is obvious by construction that (X,Y), is
symmetric. To prove that (, ), is positive definite, note that each (X,Y)? is. Let
I’ be the set of all indices « € I such that 1, (p) # 0. By definition of a partition
of unity, 0 < ¥o(p) < 1. Thus, for all X € T, M, clearly (X, X), > 0. Furthermore,
it (X, X), =0, then at least one summand in

3 Gap) (X, X0

acl’

is 0. (In fact, all summands are 0.) Thus, there exists an o € I with (X, X)5 =
0. Since (, )5 is positive definite, then X = 0. Hence, (X, X), itself is positive
definite. O

Though Equation (6.3) presents a Riemannian metric on any smooth manifold
M, this is not in general easy to work with for specific calculations since it uses a
partition of unity, which involves functions that are usually complicated. At any
given point p € M, Equation (6.3) does not involve one coordinate system around
p but all of the atlas’s coordinate neighborhoods of p.

More importantly, the Riemannian metric constructed in the above proof might
not have any natural meaning.

Example 6.1.9 (Projective Space). There is a natural metric on projective space
RP™ that is induced from the Euclidean metric on R**!. First, let ¢ be the metric
on S" induced from Euclidean R™ as an embedded submanifold. Recall that the
projection map 7 : S — RP" as presented for n = 2 in Example 3.2.3 is a smooth
function between manifolds. Define the metric § on RP" by

() (0,0) = g ((dmp) ™ (v), (dry) H(w)) (6.4)
for all v,w € Ty, RP". Note first that for all p € S", the linear transformation
dm, is surjective between spaces of the same dimension, so is invertible. More
importantly, g is well-defined: If A : S® — S™ is the antipodal map A(p) = —p,
then mo A = 7. Hence, dmp = d(m 0 A), = dr_, 0o dA,. Hence

9p ((dmp) " (v), (dmp) ™ (w))
= gp ((d4,) ™ ((dm—p) 7 (v)), (dA,) " ((dm—p) " (w)))
= g-p((dr—p) " (v), (dm_p)~H (w)),

where the second equality follows because A : S — S™ is an isometry. Consequently,
in (6.4), the choice of p or —p for the pre-image of 7(p) in RP" is irrelevant.

6.1.2 Arclength and Volume

Using integration, the Riemannian metric allows for formulas that measure nonlocal
properties, such as length of a curve and volume of a region on a manifold.
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For example, consider a C! curve v : [a,b] — M on a Riemannian manifold
(M, g). At each point y(t) in M, the vector v/'(t) = fTZ is a tangent vector, called
the welocity vector. The Riemannian metric g = (, ) allows one to calculate the

length ||4/(t)]|, which we call the speed. This motivates the following definition.

Definition 6.1.10. Let v : [a,b] — M be a curve on a Riemannian manifold M of
class C'. The arclength of the curve 7 is

d d
/ dy 7 gt
dt’ dt y(t)
Proposition 6.1.11. Let (M, g) be an oriented Riemannian manifold of dimension
n. There exists a unique n-form, denoted dV', such that at all p € M, it satisfies

dVp(ei,....en) = 1 for all bases (e1,...,e,) in T,M that are orthonormal with
respect to gp(, ). Furthermore, over any coordinate patch U with coordinates x =

(xt,... 2"),
dV = y/det(gij) dz" A -+ Ada", (6.5)

where gi; = g(0;,0;) = (0/0x*,0/0x7).

Proof. The content of this proposition is primarily linear algebra. By Proposition
C.2.1, on each coordinate patch U,, the form dV|y, = w, exists on each T, M and
is given by Equation (6.5). The existence of this n-form w with the desired property
explicitly requires that g, be an inner product on 7, M. In order to define the form
dV on the whole manifold, we refer to a partition of unity {,} subordinate to the
atlas on M and define

AV = thawa. O

Definition 6.1.12. The form dV described in Proposition 6.1.11 is called the vol-
ume form of (M, g) and is denoted dVy if there is a chance of confusion about the
manifold. If M™ is a compact manifold, then the m-volume of M is the integral

Vol(M) = /M dv. (6.6)

If i : M™ — N™ is an embedded submanifold of a Riemannian manifold (N, g)
then we can also calculate the m-volume of the submanifold M by equipping M with
the metric g = i*g, i.e., the metric induced from N. The reader should be aware
that the volume form on M is not necessarily i*(dVy). In particular, if m < n, then
i*(dVx) would be an n-form on M, but there are no n-forms on M. We illustrate
this with a few examples.

Example 6.1.13 (Arclength). Definition 6.1.10 should actually be a corollary of
Proposition 6.1.11 and Definition 6.1.12. Let (M, §) be a Riemannian manifold and
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let 7 : [a,b] — M be a curve of class C! on M. The induced metric g on + is defined

by
N dy dy
gt(v, w) = 9~ (t) Evv Ew .

However, since a curve is one dimensional, both tangent vectors v and w are scalars.
So

9¢(v,w) = gy ((dy/dt), (dv/dt))vw.
In the coordinate ¢ on [a, b], the domain of 7, the metric tensor can be represented

by a 1 x 1 matrix (g)((dy/dt), (dvy/dt))). Thus, the volume form on v from the
metric induced from M, is

dv = \/ Gy (dry/dt), (dv/dt)) dt
Definition 6.1.10 follows as a corollary.

Example 6.1.14 (Volume form on S™). Consider the unit n-sphere S™ as a Rie-

mannian manifold, equipped with the metric induced from its usual embedding in
R,

Consider the usual longitude-latitude parametrization of the sphere S?:

X(u,v) = (cosusinv,sinusinv, cosv) for (u,v) € [0,2n] x [0, 7).

Note that if we restrict the domain to (0, 27) x (0, 7), we obtain a dense open subset
of S2. By Proposition 6.1.7, with respect to this coordinate system, the coefficients

of the metric tensor are
. sinfv 0
=0 1)

Since sinv > 0 for v € [0,7], the volume form on S? with respect to this
coordinate system is dV = sinvdu A dv. By Proposition 5.8.1, the volume of the
sphere is calculated by

T 27
:/ dV:/ / sinvdudv:QW[fcosv}g:élw.
S2 o Jo

We now calculate the volume form on S™ using an alternate approach. By
Example 4.6.24, we see that the volume form on R™*! is

1 1
e* /\/\e*(n"’_ )’

where {e1,...,e,11} is the standard basis on R"*!1. Furthermore, recall that as an
alternating function,

e*l A A 6*(n+1)(vl’ L. 7U7L+1) = det (Ul . Un+1)

for any (n + 1)-tuple of vectors (vy,...,Unt1)-
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Figure 6.2: Volume form on the sphere.

Define a form w € Q*(R"*!), where for each z € R™"! and for any vectors u;
W (U1, ..., up) = det (x Uy - un) .

This is in fact, the same construction as the inner product on forms i,w, but where
we are taking advantage of the identification of R**! with its own tangent space.
By the properties of the determinant, for each x, w, is an alternating n-multilinear
function on R™!, so w is indeed an n-form. Using the Laplace expansion of the
determinant, it is easy to show that

n+1
W= Z(—l)iilxidml/\--~/\dxi/\~~-/\dl"n+1; (6.7)

i=1

where the ™ notation means to exclude the bracketed term. Using the forms 7’
introduced in Equation (5.24), we can write w = 3~ 277,

Now if z € S™, then from the geometry of the sphere, x is perpendicular to 7, S™
as a subspace of R"*! (equipped with the Euclidean metric). Thus, if {v1,...,v,}

forms a basis of T,S", then {z,v1,...,v,} forms a basis of R"T!. See Figure 6.2.
Furthermore, if the n-tuple (v1,...,v,) is an orthonormal, positively-oriented basis
of T,S™, then (z,vy,...,v,) is an orthonormal, positively-oriented basis of R**!,

But then the restriction of w to S™ has the properties described in Proposition
6.1.11. Hence, if f : S® — R™*! is the usual embedding of the sphere in Euclidean
space, then we obtain the volume form of S™ as

dVsn = wlg, = f*(w).

In Section 5.7, we attempted to generalize with the single technique of inte-
gration on manifolds all the types of integration introduced in a standard calculus
sequence. However, there were two types of integrals in the list at the beginning of
the section that did not fit in the formalism we had developed for the integration
of n-forms on n-dimensional smooth manifolds, namely:
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e Line integrals of functions in R™.

e Surface integrals of a real-valued function defined over a closed and bounded
region of a regular surface in R3.

Both of these types of integrals fit into the theory of integration volume forms on
manifolds in the following ways.

For the line integral of functions in R™ over a piecewise-smooth curve C, let
v : [a,b] = R™ be a parametrization of C. Let (, ) be the Euclidean form on
R™ (i.e., the dot product). Then each smooth piece of v is a one-dimensional
submanifold of R", equipped with the metric induced from R™. The volume form
on v is dV,, so that for any smooth function f defined on a neighborhood of C,

/VdeW:/:f(t) <%%>V(t) dt:/cfds. (6.8)

For surface integrals of a function f on a compact regular surface S C R3, it
is not hard to show (see Problem 6.1.1) that dS = dVs, where dVs is the volume
form on S equipped with the metric induced from the Euclidean metric. Thus,
connecting the classical notation with the notation introduced in this section,

|ras= [ ravs (6.9)

6.1.3 Raising and Lowering Indices

One interesting property of metrics on manifolds is that they give us a natural way
to go back and forth between vectors and covectors.

Recall from Section 4.1 that for any real vector space V', the dual vector space
V* consists of all linear transformations V' — R. If V is a vector space equipped
with any bilinear form (, ), then this form defines a linear transformation into the
dual V* by

i V—V*
vi— i, = (W (v,w)).
If V is finite-dimensional and the bilinear form (, ) is nondegenerate, then the
mapping (v — 4,) is an isomorphism. We will assume from now on that (, ) is
an inner product. The positive-definite implies the bilinear form is nondegenerate

so the above mapping is an isomorphism. This isomorphism allows us to define a
natural bilinear form (, )* on V* by

(n,m)* = (i n),i (7).

Then (, )* is an element of V ® V, so is a tensor of type of (2,0). Furthermore,
if the components of (, ) are c;i, then the components of (, )* with respect to
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the associated basis are denoted by ¢/*, where these are the entries of the inverse
matrix C~!, where C' = (cji). (See Exercises 4.2.4 and 4.2.5 for where we prove
these results.)

In coordinates, let B = {uy,...,u,} be a basis of V and let B* = {u*!,... u*"}
be the associated cobasis. Let C' = (c;) be the matrix of (, ) with respect to B,
viz., ¢jr = (uj,ur). Then

(v, w) = W]Cw]s = cjrviw”, (6.10)

This gives the coordinates of i, with respect to B* as cjkvj . Note that the indices
for the components of i, arise naturally as subscripts, consistent with our notation.
Similarly, if A € V* is a functional on V, then A = \;u*®. If A = 4, for some v € V,
then

e, = ckeajkvj = cjkauvj = 5§vj =t (6.11)

We say that the process of mapping v to i,, “lowers the indices,” while mapping A
to i~1(\) “raises the indices.”

Now consider a Riemannian manifold (M, g). If X € X(M) is a vector field on
M, we define the covector field X by

def
= g(X,Y)

X'(Y)
for all vector fields Y € X(M). On a coordinate patch, X has coordinates X?.
By the process described in the previous paragraphs, X° has components gi; X"
Mimicking musical notation, the function I'(TM) — T'(TM*) that sends X + X”
is call the flat, since it lowers the indices of the vector field X.
As we saw, a metric ¢* on M also induces an inner product in Sym? T, M defined
by g*(n,7) = g(i~*(n),i~ (7)) for any n,7 € T,M*. So if w € Q'(M) is a covector
field on M, we define the vector field w? by

def

nwh) = g*(n,w)

for all covector fields n € Q'(M). On a given coordinate patch, w has component
functions w; and the components of w? are ¢”w;. Keeping the musical analogy, we
denote call this vector field the sharp of w since the process raises the indices.

More generally, if T" is any tensor field of type (p,q) on M, then

giak Ty 52 and g

define tensors fields of type (p — 1,¢ + 1) and type (p + 1,q — 1), respectively. It
is common to still use the b and # notation, here 7° and T*%, but one must indicate
upon which index one performs the lowering or raising operations.

Recall that the trace of a matrix A is defined as the sum of the diagonal elements.
If A has components A;-, then the trace is just A!, using the Einstein summation
convention of summing along i. Now A corresponds to a linear transformation
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T(¥) = AU on a vector space V. Since the trace Tr A is also the sum of the
eigenvalues, the trace remains unchanged under a change in basis in V.

Now, if A is a symmetric (0, 2)-tensor, then Al is a (1,1)-tensor, and the trace
Tr A is defined in its usual linear algebraic sense. This process is common enough
that we define the trace with respect to g of A to be

def

Tr, A = Tr A% (6.12)

In coordinates, Tr, A = g" A;;.

PROBLEMS

6.1.1. Recall the following formula from calculus. Let K be a compact set on a regular
surface S in R®. Suppose that S is parametrized by 7(u,v) and that under this
parametrization, K = R(D) for some compact region D. Then the surface area

of K on S is
// dS:/ |70 X 7l dudv.
K D

Consider the regular surface S as a 2-manifold embedded in the Riemannian mani-
fold of R3, equipped with the dot product as its usual metric. The parametrization
7(u,v) describes the embedding of S in R® in reference to the coordinates in a
chart of S. Prove that the volume form on S of metric on S induced from the dot
product in R? is

dVs = ||Fu X 7| du A do.

This establishes the familiar surface area integral from Definition 6.1.12.

6.1.2. Consider the 3-torus T?> = S! x S' x S!. Calculate the induced metrics for the
following two embeddings:

(a) Into R® as the image of the parametrization
ﬁ(ul, u?,u?) = (cos.ul7 sinu®, cosu?, sinu?, cosu®, sinu?’) .
(b) Into R* as the image of the parametrization ﬁ(ul, u?,u®) given by

((c+ (b+acosu')cosu?) cosu®, (¢ + (b+ acosu') cosu®) sinu’,

(b+acosu') sinu2,asinu1) ,

where b > a >0 and ¢ > a + b.

(¢) Prove that these two Riemannian manifolds are not isometric.

[Hint: This gives two different metrics on the 3-torus that can be equipped with
the same atlas in each case.]

6.1.3. We consider an embedding of S' x S? in R* by analogy with the embedding of the
torus S' x S' in R?. Place the sphere S* with radius a at (0,0,b,0) (where b > a)
as a subset of the z'a2z3-subspace, and rotate this sphere about the origin with
a motion parallel to the z3z*-axis. Call this submanifold M and equip it with the
metric induced from R*.
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(a) Show that the described manifold M is an embedding as claimed.

(b) Find a parametrization F : D — R* where D C R® such that, as sets of
points F'(D) = M, and F(D°) is an open subset of M that is homeomorphic
to D°. (D° is the interior of the set D.)

(c) Calculate the coefficients g;; of the metric on M in the coordinate patch
defined by the above parametrization.

6.1.4. Let (M1, g1) and (M2, g2) be two Riemannian manifolds, and consider the product
manifold M7 x Mz with a (0,2)-tensor field defined by

g(X1 4+ X2, Y1 +Y2) = g1(X1, Y1) + g2(X2, Y2).

(a) Show that g defines a metric on My x Mo.

(b) Let (z',...,2™) be local coordinates on M; and (z"*',... z"™™) be local
coordinates on M> so that (acl, .. 7:c"”r") are local coordinates on M x Ms.
Determine the components of the metric g on M; x M> in terms of g1 and

g2.

6.1.5. Repeat Problem 6.1.3 with S x S, where S is a regular surface in R® that does
not intersect the plane z = 2> = 0.

6.1.6. Consider the following two regular surfaces in R*. The catenoid parametrized by
F(a',a?) = (@ cosa', @’ sina', cosh ™ @) for (@', a?) € [0,27) x [1,+00)
and the helicoid parametrized by
F(u',u”) = (v’ cosu',u’sinu', u') for (u',u?) € [0,27) x R.
Prove that the helicoid and catenoid are isometric, and find an isometry between

them.

6.1.7. Let M be a hypersurface of R (submanifold of dimension n—1), and equip M with
Riemannian structure with the metric induced from R". Suppose that an open
set U of M is a graph of an (n — 1)-variable function f, i.e., the parametrization
of U is

=t = e = f
for (u',...,u"" ') € D.

(a) Find the coefficients of the metric tensor g on M, and conclude that a formula
for the (n — 1)-volume of U is

/ VI larad fI2dV.
D

(b) Use this result to calculate the 3-volume of the surface in R* given by w =
2?2 +y? 4+ 2% for 2 + % + 22 < 4.

6.1.8. Let M, N, and S be Riemannian manifolds, and let f : M — N and h : N — S
be isometries.

(a) Show that f~' is an isometry.
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(b) Show that ho f is an isometry.

(¢) If you have seen some group theory, show that the set of isometries on a
Riemannian manifold M forms a group.

6.1.9. Two metrics g and § on a smooth manifold M are called conformal if there exists
a smooth function f € C*°(M,R) such that § = fg. Prove that for all p € M and
for all X,Y € T, M, the angle between X and Y with respect to g is the same as
the angle with respect to g.

6.1.10. Let (M,g) and (N, g) be Reimannian manifolds. A diffeomorphism f : M — N
is called a conformal mapping if f*g is conformal to g. Repeat Problem 6.1.8 but
replacing “isometry” with ”conformal mapping.” (See Problem 6.1.9.)

6.1.11. Let v be a curve on a Riemannian manifold (M,g). Show precisely how the
induced metric on -y generalizes Definition 6.1.10.

6.1.12. Poincaré ball. The Poincaré Ball is the open ball B in n dimensions of radius R
equipped with the metric

m ((dz')? + -+ (dz™)?).

Note that this metric is conformal with the metric (see Problem 6.1.9) induced
from the Euclidean metric in R™ !,

(a) Set n =2 and R = 1. (This choice of parameters is called the unit Poincaré
disk.) Calculate the area of the region R defined by [|z| < 3 and 0 < ¢ <
/2.

(b) Set n =3 and R = 2. Calculate the length of the curve v(t) = (cost,sint,¢/10)
in the Poincaré ball for 0 <t < 4.

6.1.13. Divergence Theorem. Let (M, g) be an oriented, compact, Riemannian manifold
with boundary. Given any vector field X € X(M) and any tensor field T" of type
(p,q), with ¢ > 1, we define the contraction of X with 7', denoted ixT, as the
tensor field of type (p,q — 1) that over any coordinate chart has components

xtr

ljz---3q

We define the divergence operator div : X(M) — C°°(M) implicitly by
d(ix dV) = (div X) dV.

Prove the Divergence Theorem, which states that for any X € X(M)

/ divXdv = [ g(X,N)dvV,
M oM

where N is the outward unit normal to M and dV is the volume form associated
to the metric on OM induced from M.

6.1.14. We consider the sphere S® of radius R as a submanifold in R* with the induced
Euclidean metric.
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(a) Show that
1.2 1. 2. N P S 2 .
Fu ,u ,u?’):(Rcosu sinu?sinu®, Rsinu' sinu? sinv®, Rcosu s1nu3,Rcosu3),

where (u',u? u®) € [0,27] x [0,7]? gives a parametrization for S* that is

homeomorphic to its image when restricted to the open set V = (0,27) x

(0,7)2.
(b) Calculate the components of the metric tensor on the coordinate patch
FV)=U.

(c¢) Use part (b) to calculate the volume of a 3-sphere of radius R.
(d) Leaving R unspecified, consider the function f(z', 22 2% z*) = (2")? +
()% + (2*)? and calculate the volume integral / fdV. (Note that this
3

s
integral would give the radius of gyration of the spherical shell of radius R
about a principal axis — if such a thing existed in R*!)

6.1.15. Calculate the 5-volume of the 5-sphere S° of radius R as a submanifold of R®.

6.1.16. (ODE) A loxodrome on the unit sphere S? is a curve that makes a constant angle
with all meridian lines. We propose to study analogues of loxodromes on S3.
Consider the unit 3-sphere S with the parametrization from Problem 6.1.14. Set
R =1. We will call a loxodrome on S* any curve v such that 4/ makes a constant

. 0 .
angle of az with el and a constant angle of as with 90
u u

(a) Find equations that the components of v must satisfy.

(b) Solve the differential equations we get in part (a). [Hint: Obtain «' and u?
as functions of u®. You might only be able to obtain one of these functions
implicitly.]

6.1.17. Consider the function 7 : R™** — {0} — S™ given by r(z) = z/||z||.
(a) Using Example 6.1.14, prove that

1 n+1
~ ok _ Jj.J
w—r(dVSn)_WE x’n’.
Jj=1

(b) Show that & is closed but not exact in R™™' — {0}.
(¢) Use dVsn to show that
Vol(S™) = (n + 1)Vol(B" ),
where B"*! is the unit ball in R™*?.

6.1.18. Let M be a Riemannian manifold, and let f : M — M be an isometry on M.
Prove that f*(dVar) = £dVar. (The isometry f is called orientation-preserving if
f*(dVar) = dVar and orientation-reversing if f*(dVa) = —dVs.)
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6.1.19. Suppose that J and K are disjoint, compact, oriented, connected, smooth subman-
ifolds of R™*! whose dimensions are greater than 0 and such that dim J+dim K =
n. Define the function ¥ by

U:Jx K—S"

y—z
(z,y) — :

ly — =

The linking number between J and K is defined as

~ 1 (Ve
link(J, K) = D) /JXK\I/ (dVin).

Prove Gauss’s Linking Formula for the linking number of two closed space curves:
link(Cy, Cy) = i// det(a(u): B), & (w), B () 4 a0 (6.13)
A Ji s l[6i(u) = Bv)[I°

[Note that a closed curve is homeomorphic to a circle S' so J x K is homeomorphic
to a torus. Hence, we can view ¥ as a function T? = S' x $' — §?)

The following exercises involve the Hodge star operation, which is introduced in Appendix C.3.

6.1.20. Let (M, g) be an oriented Riemannian manifold. Section C.3 defines the Hodge
star operator on inner product spaces. Given a form n € Q*(M), at each p € M,
the Hodge star operator defines an isomorphism % : A* T, M* — A" % T, M*.

(a) Show that the Hodge star operator x is a vector bundle map A TM* —
A" " TM* that leaves every base point fixed and that varies smoothly.
(b) Show that for all functions f : C°°(M), the Hodge star operator is given by
*xf = fdVj.
6.1.21. Consider R"™ as a manifold with the standard Euclidean metric.
(a) Calculate xdz* for any i = 1,...,n.
(b) Set n = 4, and calculate x(dz® A da?).

6.1.22. Let (M, g) be an oriented Riemannian manifold. Prove the following identities for
any vector field X € X(M).

(a) divX =xd x X * where div is the divergence operator defined in Problem
6.1.13.
(b) ixdVy, = +X".
6.1.23. Let (M, g) be a Riemannian manifold. Consider the operation that consists of
*d * d.
(a) Show that xdx d is an R-linear operator Q*(M) — QF (M) for k < dim M.
(b) Let MR™ be a standard Euclidean space. Recalling that Q°(M) = C* (M),
show that for any smooth function f,
*xdx df = V*f,
0? 0?

where V2 is the usual Laplacian V?Z = 4+ 4
()2
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(c) Find an expression in coordinates of xd*df for smooth functions f : S* — R,
express in (u,v) longitude-latitude coordinates as used in Example 6.1.14.

6.2 Connections and Covariant Differentiation
6.2.1 Motivation

Despite all the “heavy machinery” we have developed in order to create a theory of
analysis on manifolds, we are still unable to calculate or even define certain things
that are simple in R™.

For example, if 7y : [a,b] — M is a smooth curve on a smooth manifold, we have
no way at present to talk about the acceleration of . Let p € M, with v(tg) = p.
In Definition 3.3.1, we presented the tangent vector 7'(tp) at p as the operator
D, : C*(M) — R that evaluates

Dy(1) = S 5(1)

t to

In Section 3.3, we developed the linear algebra of expressions D, for curves v
through p. The vector space of such operators is what we called the tangent space
T,M.

Mimicking what one does in standard calculus, one could try to define the ac-
celeration vector 7" (tg) at p as a limiting ratio as t — to of /() —+/(to) with t —t.
However, what we just wrote does not make sense in the context of manifolds be-
cause 7' (t) and 74/ (to) are not even in the same vector spaces and so their difference
is not defined.

Another attempt to define the acceleration might follow Definition 3.3.1 and try

to define v (to) at p as the operator D 02( ) — R, where

d2
DR(f) = S0,
This operator is well defined and linear. However, Dgf) does not satisfy Leibniz’s
rule, and therefore, there does not exist another curve 4, with 5(¢9) = p such that

D( ) = Dj5. Hence, D( ¢ T,M. We could study properties for operators of the

form Dg ) but, since the operators do not exist in any TM®P @ TM*®4, this is not
the direction the theory of manifolds developed.

Another lack in our current theory is the ability to take partial derivatives or,
more generally, directional derivatives of a vector field. Over R™, it is easy to define
OF / dx7, where F is a vector field, and, under suitable d1ﬁ’erent1ab1hty conditions,
oF /0z7 is again another vector field. In contrast, if X is a vector field over a smooth
manifold M and U is a coordinate neighborhood of p € M, one encounters the same
problem with defining a vector 0; X, as one does in defining the acceleration of a
curve.
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A more subtle attempt to define partial derivatives of a vector field X on M in a
coordinate chart would be to imitate the exterior differential of forms (see Definition
5.4.4) and set as a differential for X the quantity

)& . )& .
J - ) J
( jdx>®8l— j82®dx.

However, this does not define a tensor field of type (1,1) on M. It is easiest to see
this by showing how the components violate the transformational properties of a
tensor field. Let Z = (Z!,...,2") be another system of coordinates that overlaps
with the coordinate patch for x = (x!,...,2™). Call X the components of the vector
field X in the T system. We know that

7
_ 0¥

X(2) = 5 X (@),

Taking a derivative with respect to ¥ and inserting appropriate chain rules, we
have
0X7 0 <8a:j ) X oxl oxXt  9%zd Oz 077 dx! 9X?

o+ — ozF \ 9 or' 0zF  0xloa ﬁX * o 0 oa (6.14)

The presence of the first term on the right-hand side shows that the collection of
functions 9;X* do not satisfy the coordinate change properties of tensors given in
(5.8).

6.2.2 Connection on a Vector Bundle

To solve the above conceptual problems, we need some coordinate-invariant way to
compare vectors in tangent spaces at nearby points. This is the role of a connection.
A connection on a smooth manifold is an additional structure that, though we
introduce it in this chapter, is entirely independent of any Riemannian structure.
We can in fact define a connection on any vector bundle over M. Since we require
this generality for our applications, we introduce connections in this manner.

Definition 6.2.1. Let M be a smooth manifold, and let £ be a vector bundle
over M. Let (&) denote the subspace of T'(§) of smooth global sections of £. A
connection on £ is a map

Vi X(M) x E(§) — E(8),
written VxY instead of V(X,Y), that satisfies the following:

1. For all vector fields Y € €(§), V(. Y) is linear over C*(M), i.e., for all

f,9 € C=(M),
VfXJrgXY = fVXY+gVXY.
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2. For all vector fields X € X(M), V(X,_) is linear over R, i.e., for all a,b € R,

Vx(aY +bY) =aVxY +bVxY.

3. For all vector fields X € X(M), V(X, _) satisfies the product rule
Vx(fY)= (XY + fVxY
for all f € C°(M).

The vector field VxY in £(€) is called the covariant derivative of Y in the direction
of X.

The symbol V is pronounced “del.” The defining properties of the covariant
derivative are modeled after the properties of directional derivatives of vector fields
on R™ (see Problem 6.2.1). Intuitively, the connection explicitly defines how to take
a partial derivative in &(§) with respect to vector fields in TM. In fact, Problems
6.2.3 and 6.2.4 show that VxY depends only on the values of X, in T, M and the
values of Y in a neighborhood of p on M. Therefore V XY|p is truly a directional
derivative of Y at p in the direction X,,. Hence, we often write Vx Y instead of
VY|,

For the applications in differential geometry, we will usually be interested in
using connections on vector bundles of the form ¢ = TM®" QT M*®3. As it will turn
out, connections on these vector bundles are closely related to possible connections
on T'M. Therefore, we temporarily restrict our attention to connections

v X(M) x X(M) — X(M).

Over a coordinate patch U of M, the defining properties are such that V is com-
pletely determined once one knows its values for X = 0; and Y = 0;. Since Vy,0;
is another vector field in M, we write

Vo, 0 = rk

ij

Ok (6.15)
The components I’fj are smooth functions M — R.

Definition 6.2.2. The functions Ffj in Equation (6.15) are called the Christoffel
symbols of the connection V.

As it turns out, there are no restrictions besides smoothness on the functions
k
i

Proposition 6.2.3. Let M™ be a smooth manifold, and let U be a coordinate patch
on M. There is a bijective correspondence between connections on X(U) and col-
lections of n® smooth functions I‘fj defined on U. The bijection is given by the
formula

VxY = (X'0,Y* + T}, X"Y7)0y. (6.16)
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Proof. First, suppose that V is a connection on X(U) and let X,Y € X(U). Then
by the relations in Definition 6.2.1,
VxY = Vxioy(Y?8;) = X'Vp, (Y7 0))

= X0,Y)0; + X'YIV,0; = X' (9;Y7)0; + X'YIT},;0%.

Equation (6.16) holds by changing the variable of summation from j to k in the
first term of the last expression. Conversely, if I'¥. are any smooth functions on U
and if we define an operator X(U) x X(U) — X(U) by Equation (6.16), it is quick to
check that the three criteria of Definition 6.2.1 hold. Thus, Equation (6.16) defines
a connection on X(U). O

At a first pass, the definition of a connection may seem rather burdensome
and unintuitive. However, the component description given in (6.16) has the same
format of something we have already seen. We encountered the same formula in
(2.11) in the context of calculating partial derivatives of the components of a vector
field expressed in reference to a variable frame in R™. In (2.11), the component
functions Ff'j precisely play the role described in (6.15). Consequently, in developing
the concept of connections on the tangent bundle to a manifold, we could have
started from (6.15) and worked back to the properties listed in Definition 6.2.1.
Definition 6.2.1 is therefore simply a coordinate-free description of (6.16), which
arose from a relationship that first appears in the analysis of moving frames in R™.

It is important to point out that the Lie derivative is not a connection because
it violates the first criterion in Definition 6.2.1, namely the Lie derivative LxVY is
only R-linear in X as opposed to C*°(M)-linear.

Example 6.2.4 (The Flat Connection on R™). In R", the vector fields 0; are
constant, and we identify them with the standard basis vector €;. According to
Proposition 6.2.3, a connection exists for any collection of n? functions. However,
if Y = Y79, is a vector field in R™, our usual way of taking partial derivatives of

vector fields is oy
Y
V{)iY - %8‘7,
which takes partial derivatives componentwise on Y. By (6.16), we see that F; L=
0 for all choices of the indices. A connection with this property is called a flat

connection over the coordinate patch.

Even though the symbols Fék resemble our notation for the components of a
(1,2)-tensor, a connection is not a tensor field. The reason derives from the fact
that 9; X" is not a (1,1)-tensor field. In fact, from (6.14) and the transformational
properties of a vector field between overlapping coordinate systems on M, we can
deduce the transformational properties of the component functions of a connection.

Proposition 6.2.5. Let V be a connection on DC(M)i Suppose that U and U are
overlapping coordinate patches, and denote by F;k andT!,, the component functions
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of V over these patches, respectively. Then over U NU, the component functions
are related to each other by
P oxd 9z% ozt . 027 9z* 9%%
mn 9zm 0zn Ozt I 0zm 9z 0w dxk

Proof. (Left as an exercise for the reader.) O

The astute reader might have noticed already from Definition 6.2.1 that a con-
nection is not a tensor field of type (1,2). If an operator F' : X(M)x X(M) — X(M)
were a tensor field in TM ® TM*®?, then F(X,_) would be linear in C*°(M) and
would not satisfy the third property in Definition 6.2.1.

Example 6.2.6 (Polar Coordinates). We consider the connection V on R? that
is flat over the Cartesian coordinate system. We calculate the components of V
with respect to polar coordinates. We could calculate the Christoffel symbols from
Proposition 6.2.3, but instead, we use Proposition 6.2.5. Set 2! =z, 22 =y, ! =7,
and 2 = 0, and denote by F; r = 0 the Christoffel symbols for the flat connection
on R? and let I'} ,, denote the Christoffel symbols for V in polar coordinates.

By direct calculation,

2 9xd 9zF 9272

f2 = - _—
12 4~ 0x' 07 I da*
J,k=

2 2 2 B
== (_TCOSQSiHQZxZ + 72 cos? Q;Tgy - rsin29aayaex + TSiﬂ@COSQ?yZ)

. 2xy 9 ) y? — 2 . 2xy
= — (_TSIHGCOSGW +7"(COS a—bln a)m —TSIHGCOSHW
1 1
= — (2sin® O cos® O + (cos® § — sin® ) + 2sin” O cos® §) = —.
r r

It is not hard (though perhaps a little tedious) to show that

f%l =0, f%z = f%l =0, f%Q = -

—_

f%l =0, f%z = fgl = f§2 =0.

<

We now wish to extend our discussion of connections on 7'M to connections on
any tensor bundle TM®" @ TM*®% in a natural manner for any pair (r,s). Two
situations are settled: (1) if f € TM? = C°°(M), then we want Vx f = X(f), the
expected directional derivative; and (2) if X € TM, then the connection should
follow the properties described in Definition 6.2.1 and Proposition 6.2.3.

Lemma 6.2.7. Let M be a smooth manifold, and let V be a connection on TM.
For each pair (r,s) € N2, there ewists a unique connection on the tensor bundle

)
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TM®" @ TM*®%, also denoted V, given by the following conditions for any vector
field X :

1. Consistency: V is equal to the connection given on T M.

2. Directional derivative: Vx f = X (f) for all f € C®°(M) =TM?°.

3. Contraction product rule: for all covector fields w and vector fields Y
Vx(@(Y)) = (Vxw)(Y) +w(VxY).

4. Tensor product rule: for all tensor fields A and B of any type,

Vx(A®B)=(VxA) @B+ A® (VxB).

We omit the proof of this lemma since it is merely constructive. Property 3
determines uniquely how to define V xw for any covector field and then Property 4
extends the connection to all other types of tensors.

Definition 6.2.8. Let M be a smooth manifold. We call V an affine connection
on TM®" @ TM*®? if it satisfies the conditions of Lemma 6.2.7.

6.2.3 Covariant Derivative

Let V be an affine connection on a smooth manifold M. Let F be a tensor field
of type (r,s). Then the mapping VF that maps a vector field X to VxF is a
C*°(M)-linear transformation from X(M) to the space of tensor fields of type (r, s).
Thus, for each p € M, VF|p is a linear transformation T, M — T, M®" ® T, M*®*,
so by Proposition 4.4.10,

VF|, € Hom(T,M, T,M®" © T,M***) = T,M®" & T, M**+1.

Furthermore, since VF |p varies smoothly with p, then VF' is a smooth section of the
tensor bundle T, M®" @ T,,M*®**1 and hence, it is a tensor field of type (r, s+ 1).

Definition 6.2.9. Let M be a smooth manifold equipped with an affine connection
V. If F is a tensor field of type (7, s), then the tensor field VF of type (r,s+1) is
called the covariant derivative of F.

Proposition 6.2.10. Let F' be a tensor field of type (r, s) over a manifold M. Sup-

pose that F' has components F;ll jr over a coordinate chart U. Then the components

of the covariant derivative VF are

Fa

11U Jl Js za a1 a1 Uy
Bl o = +Zrku J1eede

_ZrkﬁﬂFJle JA—1hipr1ds’ (6.17)
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(Some authors use the notation F;llj“‘ . for the components of the covariant
derivative.) The notation in Equation (6.17) is a little heavy, but it should be-
come clear with a few examples. If w is a 1-form, then Vw is a 2-form with local

components given by
_ j k _ Iz
Vw =wjrdz? @ dz”, where wj = Opw; — ij‘*’u'

Similarly, if A} are the components of a (2, 1)-tensor field A, then VA is a (2,2)-
tensor field with local components given by
DA}

VA= AP0, ®0; @da* @ da’, where A = Sal T I}, A + T AY — T Al

6.2.4 Levi-Civita Connection

Proposition 6.2.3 gives considerable freedom in choosing the components of a con-
nection. In the context of Riemannian geometry, it is natural to wish for a con-
nection that is in some sense “nice” with respect to the metric on the manifold.
The following theorem is motivated by results in classical differential geometry of
surfaces discussed in [5, Section 7.2] but is so central to Riemannian geometry that
it is sometimes called the “miracle” of Riemannian geometry [45].

Theorem 6.2.11 (Levi-Civita Theorem). Let (M, g) be a Riemannian manifold.
There ezists a unique affine connection V that satisfies the following two conditions:

1. Compatibility: Vg is identically 0.
2. Symmetry: for all X, Y € X(M), [X,Y] =VxY — VyX.

A few comments are in order before we prove this theorem. The condition that
Vg = 0 intuitively says that V is flat with respect to the metric. We say that V
is compatible with the metric. We leave it as an exercise for the reader (Problem
6.2.12) to show that if we write g = (, ), then Vg is identically 0 (i.e., gi;;xr = 0 in
local coordinates) if and only if

Vx((Y,2)) = (VxY,Z)+ (Y,VxZ). (6.18)

Hence, if V is compatible with the metric g, then it satisfies a product rule with
respect to the metric.

By Problem 6.2.14, condition 2 implies that over any coordinate patch of the
manifold, the Christoffel symbols F; i of the connection V satisfy I‘;k = I‘fcj, which
justifies the terminology of a symmetric connection.

Definition 6.2.12. The connection V described in Theorem 6.2.11 is called the
Levi-Civita connection or the Riemannian connection with respect to the metric g
on M.
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Proof of Theorem 6.2.11. Let X,Y,Z € X(M), and denote g = (, ). Since (X,Y)
is a smooth function on M, then we write Vz((X,Y)) = Z(X,Y).
Now suppose that such a connection V exists. Then

X(Y,Z) = (VxY, Z) + (Y, Vx 2), (6.19)
Y{(Z,X)=(VyZ,X)+{Z,VyX), (6.20)

Z{X,)Y)=(VzX,Y)+ (X, VzY). (6.21)

Adding Equations (6.19) and (6.20) and subtracting Equation (6.21), using the

symmetry of the metric, we get
XY, Z2)+Y{(Z, X)—-Z(X,Y)

=(VxY —-Vy X, Z)+(VxZ -V X, Y)Y+ (VyZ —-V;Y, X)+2(Z,Vy X)
Using the fact that V is symmetric, we have

XY, Z2)+Y(Z X)—-Z(X,Y)
= (X, Y], 2) + (X, 2}, Y) + ([Y, Z], X) + 2(Z, VxY),
and thus
(Z,VxY)=- (XY, Z2)+Y{(Z,X) - Z(X,Y)

_<[X7Y]7Z>_<[X7Z]7Y>_<[Y7Z]7X>)' (622)

1
2

Now a connection on any coordinate patch is uniquely determined by its Christoffel
symbols. However, setting X = 9;, Y = 0; and Z = 9, (6.22) gives a method
to obtain the Christoffel symbols of V strictly in terms of the metric. Hence, if a
connection as described in the theorem exists, then it is unique.

To show that such a connection exists, simply start by defining V using the
identity in (6.22). Then it is not hard to show that the connection is both symmetric
and compatible with g. O

Proposition 6.2.13. Let (M", g) be a smooth Riemannian manifold. Then over a
coordinate patch of M with coordinates (z1,...,a™), the Christoffel symbols of the
Levi-Civita connection are given by

i ~ 1 gk, Ogi;  Ogjk

= (G o ). 629

=1

where g are the entries to the inverse matriz of (gxi)-

Proof. Set g = (,), and let X = 0;, Y = 0;, and Z = J;. By the Levi-Civita
connection defined in (6.22), we have

<ak,2rl al> 9;(0;, Ok) + 0j {0k, ;) — Ok (0;,05)

—([05, 0], Or) — ([0s, Okl, 05) — ([0j, Ok, 0s))-
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However, the smoothness condition implies that [0;,9;] = 0 for any indices 1, j.
Furthermore, by definition, g;; = (9;,0;), so by the linearity of the metric on the
left-hand side,

- 1
nglréj =3 (0igjk + 05gri — Ongij) -
1

The proposition follows by multiplying (and contracting) by g*!, the components of
the inverse of (ggi). O

The reader who is familiar with the differential geometry of surfaces has already
seen Proposition 6.2.13 but in a more limited context. In Section 7.2 of [5], the
authors talk about Gauss’s equations for a regular surface over a parametrization
X. In that section, one sees that even though the normal vector to a surface is
not an intrinsic property, Xij - X, is intrinsic and in fact is given by the Christoffel
symbols of the first kind, which are precisely those in Equation (6.23), though with
n = 2. This is not a mere coincidence. In defining the Levi-Civita connection,
that we might want V to be compatible with ¢ made intuitive sense. However, the
stipulation that we would want V to be symmetric may have seemed somewhat
artificial at the time. It is very interesting that the two conditions in Theorem
6.2.11 lead to Christoffel symbols that match those defined for surfaces in classical
differential geometry.

It is possible to develop a theory of embedded submanifolds M™ of R™ following
the theory of regular surfaces in R3. Mimicking the presentation in [5, Section 7.2],
if Xisa parametrization of a coordinate patch of M, then, by setting

3x’3xj Z F,J 3 . + (Normal component),

the components Ffj are again the Christoffel symbols of the second kind, given
by the same formula in (6.23). This shows that for submanifolds of a Euclidean
space, the Levi-Civita connection on a Riemannian manifold is essentially the flat
connection on R” restricted to the manifold.

One of the beauties of the condition that Vg = 0 is that the process of raising
and lowering indices commutes with taking the covariant derivative associated to the
Levi-Civita connection. In components, this means for example that if A% = g" A,
then

J k=9 Agz ik
This follows because in components Vg = 0 identically means that g;;,, = 0 for the
Levi-Civita covariant derivative. Then since g;; gt = 521» is a numerical tensor, we

have
, 0 .
0= 52;;9 = gij;kgﬂ + gijg;jk = gz‘jgfk,

which implies that gj,i since g;; is invertible. Thus, in our specific example,

Gk = gf,iAjz + 97 Aji = 97 Ajuige.
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In this example we raised the index, but it is clear from the product rule and the
fact that Vg = 0 and Vg~! = 0, that this property holds for all tensors.

6.2.5 Divergence Operator

We finish this section with a comment on the divergence operator on tensors intro-
duced in Problem 6.1.13. We will show in Problem 6.2.16 that, using the Levi-Civita
connection, the divergence operator on a vector field X € X(M) can be written as

divX = X7, (6.24)

This motivates, first, the definition of the divergence of any tensor T of type (r,s),
with » > 1, on a Riemannian manifold. If T" has components TJZ L j’ in a coordinate
system, then the divergence of T, written divT or V - T is the tensor field of type
(r —1,s) with component functions

%2 z Qig:
T]l]2 e v Oa TJ1

Similarly, we can take the divergence with respect to any contravariant index but
we must specify which index. If the index is not specified, we assume the divergence
is taken with respect to the first index.

We can also define the divergence of a covariant index by raising that index first.
Thus, for example, if w is a 1-form, then

divw = (g"w;).. (6.25)

Problem 6.2.16 shows that whether one raises the index before or after the covariant
derivative is irrelevant.

PROBLEMS

6.2.1. Consider the special case of the manifold M = R3. Let X be the constant vector
field @, and let X(R?) be the space of vector fields R* — R?. Show that the usual
partial derivative Dy applied to X(R?) satisfies conditions 2 and 3 of Definition
6.2.1.

6.2.2. Recall the permutation symbol defined in (4.35). Let M be a three-dimensional

manifold equipped with a symmetric affine connection. Let A and B be vector

fields on M. Show that
Lidk 0A;

ik g
c 75 P
and that B By 3
(€”kAjBk);i = EljkAj;in — E”kAkB';i.
If M = ]Ri, explain how the latter formula is equivalent to V- (AxB)=(Vx
A)-B—-A-(V x B).
6.2.3. Let V be a connection on a vector bundle £ over a smooth manifold M. Prove
that if X = X and Y =Y over a neighborhood of p, then

VxY| =VgY| .
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6.2.4.

6.2.5.
6.2.6.

6.2.7.

6.2.8.

6.2.9.

6.2.10.

6.2.11.
6.2.12.

6.2.13.

Let V be a connection on a vector bundle ¢ over a smooth manifold M. Use the
result of Problem 6.2.3 to show that V xY|p depends only on X, and the values
of Y in a neighborhood of p.

Prove Proposition 6.2.5.

Prove that the Levi-Civita connection for the Euclidean space R™ is such that
VxY = X(Y*)0k.

Consider the open first quadrant U = {(u,v) € R*|u > 0, v > 0}, and equip U
with the metric

1 1
'U42 7J2
(9i5) = 1 Vet

\ u24v2 u?
Calculate the Christoffel symbols for the associated Levi-Civita connection.

Let M be a two-dimensional manifold, and suppose that on a coordinate patch
(z',2?), the metric is of the form

o= (0. wheer? =@

Find the function f(r) that gives a flat connection.

Consider the cylinder in S? x R in R* given by the parametrization

F(ul, u?, u3) = (cos u' sinu?, sinu' sinu?, cos u?, u3)
and equip it with the metric induced from R*. Over the open coordinate patch
U = (0,27) x (0,7) X R, calculate the metric coefficients and the Christoffel
symbols for the Levi-Civita connection.

Consider the unit sphere S as a submanifold of R* with the induced metric.
Consider the coordinate patch on S given by the parametrization in 6.1.14(a).
Calculate one nonzero Christoffel symbol F;- &- (It would be quite tedious to calcu-
late all of the symbols since there could be as many as 27 of them.) [Hint: Show
that the conditions of Problem 6.2.13 apply to this coordinate patch and use the
result.]

Finish calculating directly the Christoffel symbols in Example 6.2.6.

Let (M, g) be a Riemannian manifold. Prove that a connection V satisfies Vg = 0
identically if and only if (6.18) holds where g = (, ).

Let (M, g) be a Riemannian manifold and let U be an orthogonal coordinate patch,
ie., gi;j =01if i # j over U. Let V be the Levi-Civita connection on M.
(a) Prove that on U the Christoffel symbols I'}; = 0 unless k = i, i = j, or k = j.
(b) Show that V can be specified on U by 2n? — n smooth functions, i.e., there
are at most that many distinct nonzero Christoffel symbols.
(c) Show that

1 0gii 1 0
Ffi _ :tigkk g and ka _ 7glck Jkk

27 Qxk’ 2 Oz’
where there is no summation in either of these formulas and where the sign
of +is+1if i =k and —1if i # k.
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6.2.14.

6.2.15.

6.2.16.

6.2.17.

6.2.18.

6.2.19.

Let M be a smooth manifold, and let V be a connection on T'M. Define a map
7: X(M) x X(M) = X(M) by

7(X,Y)=VxY — Vy X — [X,Y].
(a) Show that 7 is a tensor field of type (1,2). This is called the torsion tensor
associated to the connection V.
(b) Prove that the components of 7 with respect to a basis are 7'75- = Ffj — Ffl

(¢) The connection V is called symmetric if its torsion vanishes identically. De-
duce that V is symmetric if and only if over every coordinate patch U, the
component functions satisfy Ffj = F?Z

Let V be an affine connection on M. Prove that V + A is an affine connection,
where A is a (1, 2)-tensor field. Conversely, prove that every affine connection is
of the form V + A for some (1,2)-tensor field A.

Consider the divergence operator introduced in Problem 6.1.13 and discussed at
the end of this section.

(a) Show from the definition in Problem 6.1.13 that
div X = X},
where we’ve used the Levi-Civita connection to take the covariant derivative.
(b) Consider the definition in (6.25) for the divergence on a 1-form. Show that

divw = (97 w;) = g7 wjsi-

Let f € C°°(M) be a smooth function on a manifold M equipped with any affine
connection V. Show that

k
figi — frisi = _Tijf;k7
where 7 is the torsion tensor from Exercise 6.2.14. Conclude that if V is symmet-
I‘iC, then f;i;j = f;j;i~
Let M be a smooth manifold, let n € Q2*(M) be a 2-form, and let V be any
symmetric connection on M. Show that in any coordinate system,

Capy = Napiy + Navia + Mya;p = OyNag + afpy + ONya- (6.26)
Show that if we write n = %nagdxa A dzP | then the left-hand side of (6.26) is the
component of dr in the basis dz® A dz? A dz” in the sense that
dw = cap,dx™ A dz® A dx”,

where we sum over all o, 5,7y =1,...,n.

Let (M, g) be a Riemannian metric with Levi-Civita connection V. Show that
over every coordinate patch,

O(In+/detg) _;
o

where one sums over j on the right-hand side. [Hint: Use a result in Problem
2.3.12)]
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6.2.20. Let V be an affine connection on M, and let U be a coordinate patch on M.

(a) Show that there exists a unique matrix of 1-forms wf defined on U such that
Vxd; = w!(X)0;

for all X € X(M). (The matrix w’ is called the connection 1-forms for this
coordinate system.)

(b) Suppose that (M, g) is a Riemannian manifold. Show that V is compatible
with the metric g if, over any coordinate system U,

gjkw»? + gikwf = dgij-

6.3 Vector Fields along Curves; Geodesics

Suppose we think of the trajectory of a particle on a manifold M. One would
describe it as curve (¢t) on M. Furthermore, in order to develop a theory of
dynamics on manifolds, one would need to be able to make sense of the acceleration
of the curve or of higher derivatives of the curve. In this section, we define vector
fields on curves on manifolds. Once we define a covariant derivative of a vector
field on a curve, we can then discuss parallel vector fields on the curve and the
acceleration field along the curve. We then show that defining a geodesic as a curve
whose acceleration is identically 0 leads to the classical understanding of a geodesic
as a path of minimum length in some sense.

6.3.1 Vector Fields along Curves

Definition 6.3.1. Let M be a smooth manifold, and let v : I — M be a smooth
curve in M, where [ is an interval in R. We call V' a vector field along -y if for each
t €I, V(t) is a tangent vector in T, ;)M and if V' defines a smooth map I — T'M.
We denote by X (M) the set of all smooth vector fields on M along .

A vector field along a curve is not necessarily the restriction of a vector field
on M to y(I). For example, whenever a curve self-intersects, v(to) = y(t1), with
to # t1, but since V(tg) # V(t1) there exists no vector field Y on M such that
V(t) =Yy for all t € I (see Figure 6.3). If V' is the restriction of a vector field Y,
then we say that V is induced from Y or that V extends to Y.

Proposition 6.3.2. Let M be a smooth manifold with an affine connection V,
and let v : I — M be a smooth curve on M. There exists a unique operator
Dy : Xy (M) = X, (M) (also denoted by %) such that:

1. Dy(V+W) =D,V + DW forall V,IW € X,(M).

2. Dy(fV) =4V + D,V for all V € X, (M) and all f € C>(I).



280 6. Introduction to Riemannian Geometry

Figure 6.3: A nonextendable vector field on a curve.

3. If V extends to a vector field Y € X(M), then D,V = V.Y

Note that the last condition makes sense by the fact that V XY{p only depends
on the values of Y in a neighborhood of p and on the value of X,, (see Exercise
6.2.4).

Before proving Proposition 6.3.2, we introduce the dot notation for derivatives.
The only purpose is to slightly simplify our equations’ notation. If z(t) is a real-
valued function of a real variable, we write

. def / dl‘ d2$
€T t = I t = — = —.
®) ®) dt dt?
The dot notation is common in physics in the context of taking derivatives with

respect to time. Therefore, & is usually used when one uses the letter ¢ as the only
independent variable for the function x.

and  #(t) & 2(t)

Proof of Proposition 6.3.2. Let us first suppose that an operator D; with Properties
1-3 exists. Let U be a coordinate patch of M with coordinates z = (z!,...,2").
For any V € X.,(M), write V = v'0; where v* € C*°(I) are smooth functions over
I. By Conditions 1 and 2 we have

DtV = ’UJaj + ’Uth(aj).
Now if we write v(t) = (y1(t),...,7™(t)) for the coordinate functions of v over U,
then +/(¢t) = .7, 4'0;. Thus, by Condition 3,

n

Di(05) = V)05 = Y _4'V5,0; = 4'TF0.

=1

Hence, we deduce the following formula for D;V in coordinates over U:

dv’ e dyt -k ki g
v = (o) + (5 5va) = (@ + i) a6
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Equation (6.27) shows that if there does exist an operator satisfying Conditions
1-3, then the operator is unique. To prove existence over all of M, we define Dy by
(6.27) on each coordinate chart U,. However, since D' is unique on each coordinate
chart, then Dy = Df over U, NUpg if U, and Ug are overlapping coordinate charts.
Hence, as a ranges over all coordinate charts in the atlas, the collection of operators
Dy extends to a single operator D; over all of M. O

Note that Equation (6.27) in the above proof gives the formula for D, over a
coordinate patch of M. In particular, the expression in the parentheses on the right
gives the component functions (in the index k) for D, V.

Definition 6.3.3. The operator D; : X, (M) — X, (M) defined in Proposition 6.3.2
is called the covariant derivative along ~.

In the context of Riemannian manifolds, the covariant derivative along a curve
has the following interesting property.

Proposition 6.3.4. Let v be a smooth curve on a Riemannian manifold (M, g)
equipped with the Levi-Civita connection. Write g = (, ). Let V and W be vector
fields along ~v. Then

d
%<V7 W) = (DV,W) +(V,D,W).
Proof. (Left as an exercise for the reader. See Problem 6.3.9.) O

The notion of a vector field along a curve (in a manifold M) leads us immediately
to two useful notions: parallel transport and acceleration.

Definition 6.3.5. Let M be a smooth manifold with an affine connection V, and
let v : I — M be a smooth curve on M. A vector field V along ~ is called parallel
if D;V = 0 identically.

The existence of parallel vector fields on a curve amounts to the solvability of a
system of differential equations.

Proposition 6.3.6 (Parallel Transport). Let M be a smooth manifold with an
affine connection V, and let v : I — M be a smooth curve on M where I, is a
compact interval of R. Let ty € I, set p = 7(to), and let Vy be any vector in T, M.
There exists a unique vector field of M along ~y that is parallel and has V (tg) = Vj.

Proof. Suppose first that M is a manifold that is covered with a single coordinate
system z = (z1,...,2"). By (6.27), the condition D;V = 0 means that

oF + T4 =0 forallk=1,...,n. (6.28)

The values I'}; depend on the position of y(t) as do the derivatives 4*(t), but nei-
ther of these depend on the functions v'(¢). Hence, (6.28) is a system of linear,
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Figure 6.4: Path dependence of parallel transport.

homogeneous, ordinary, differential equations in the n functions v(t). By a stan-
dard result of ordinary differential equations (see [18, Appendix A] or [3, Section
8]), given an initial value t = to and initial conditions v*(ty) = vf, there exists a
unique solution to the system of equations satisfying these initial conditions. (The
particular form of the nonautonomous system from (6.28) and the hypothesis that I
is compact imply that the system satisfies the Lipschitz condition, which establishes
the uniqueness of the solutions.) Hence V exists and is unique.

Now suppose that M cannot be covered by a single coordinate chart. We only
need to consider coordinate charts that cover v(I). But since «v(I) is compact, we
can cover it with only a finite number of coordinate charts. However, on each of
these charts, we have seen that there is a unique parallel vector field, as described.
By identifying the vector fields over each coordinate chart, we obtain a single vector
field over all of v that is parallel to V. O

Definition 6.3.7. The vector field V' in Proposition 6.3.6 is called the parallel
transport of V; along 7.

It is important to note that the parallel transport of Vy from a point p to a
point ¢ along two different paths generally results in different vectors in T, M. In
Figure 6.4, the tangent vector Vj at p produces different tangent vectors at ¢ when
transported along the black curve versus along the gray curve. One says that parallel
transport is nonintegrable. However, it is not hard to see, either geometrically or
by solving Equation (6.28), that in R™ parallel transport does not depend on the
path. Therefore, this nonintegrability of parallel transport characterizes the notion
of curvature, as we will see in the following section.
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As a second application of the covariant derivative along a curve, we finally
introduce the notion of acceleration of a curve on a manifold.

Definition 6.3.8. Let M be a smooth manifold with an affine connection and let
~v: I — M be a smooth curve on M. For all t € I, we define the acceleration of ~
on M as the covariant derivative D/ (t) of v/(t) along .

Example 6.3.9. With the definition of the acceleration, we are in a position to be
able to phrase Newton’s second law of motion on a manifold. In R?, Newton’s law
states that if a particle has constant mass m and is influenced by the exterior forces
F;, then the particle follows a path Z(t) that satisfies > F, = m#". Translated into
the theory of manifolds, if a force (or collection of forces) makes a particle move
along some curve v, then writing F' as the vector field along ~ that describes the
force, v must satisfy
mDyy' (t) = F(t).

The acceleration is itself a vector field along the curve v so the notions of all the
higher derivatives are defined as well.

6.3.2 Geodesics

Intuitively speaking, a geodesic on a manifold is a curve that generalizes the notion
of a straight line in R™. This seemingly simple task is surprisingly difficult. Only
now do we possess the necessary background to do so. Though everyone has an
intuitive sense of what a straight line is, even Euclid’s original definitions for a
straight line do not satisfy today’s standards of precision. We introduce geodesics
using two different approaches, each taking a property of straight lines in R™ and
translating it into the context of manifolds.

Definition 6.3.10. Let M be a smooth manifold with an affine connection V.
A curve v : I — M is called a geodesic if its acceleration is identically 0, i.e.,
D' (t) = 0.

Note that this definition does not require a metric structure on M, simply an
affine connection. We should also observe that this definition relies on a specific
parametrization of 4. The definition is modeled after the fact that the natural
parametrization of a straight line in R™ by 4(¢) = p'+ t¥ for constant vectors p’ and
¥ satisfies 7" (t) = 0. However, the curve Z(t) = § + t37 traces out the same set
of points but #”(t) = 3t>¥, which is not identically 0. Despite this, we can leave

Definition 6.3.10 as it is and keep in mind the role of the parametrization.
Proposition 6.3.11 (Geodesic Equations). Let M be a smooth manifold equipped
with an affine connection, and let x = (zt,...,2™) be a system of coordinates on

a chart U. A curve vy is a geodesic on U if and only if the coordinate functions
1(t) = (1), -2 (1)) satisfy

' dy? dy ,
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Proof. This follows immediately from (6.27). O

Equation (6.29) for a geodesic is a second-order system of ordinary differential
equations in the functions v%(t). Setting v’(t) = 4%, we can write (6.29) as a first-
order system in the 2n functions v* and v’ by

{7 =, (6.30)

3 = T (1)

This system is now first-order and non-linear but autonomous (does not depend
explicitly on t). Standard theorems in differential equations [3, Theorems 7.3, 7.4]
imply the following foundational result.

Theorem 6.3.12. Let M be a manifold with an affine connection. For anyp € M,
for any V€ T,M, and for any to € R, there exists an open interval I containing to
and a unique geodesic v : I — M satisfying v(to) = p and 7' (tp) = V.

This theorem shows the existence of the curve -y by solving (6.29) over a coordi-
nate neighborhood. In this case, the interval I may be limited by virtue of the fact
that v(I) C U. Tt may be possible to extend  over other coordinate patches. If
y(ty) for some t; € I is in another coordinate patch U, then we can uniquely extend
the geodesic over U as going through the point (¢;) with velocity v/ (¢;). We define
a mazximal geodesic as a geodesic v : I — M whose domain interval cannot be
extended. If 7 is a maximal geodesic with v(tg) = p and +/(tp) = V for some ty € I,
we call v the geodesic with initial point p and initial velocity V' € T,M, and we
denote it by vy .

Another defining property of a straight line in R™ is that the shortest path
between two points is a straight line segment. If we use the concept of distance, we
need a metric. Let (M,g) be a Riemannian metric equipped with the Levi-Civita
connection, and let v be a geodesic on M. By Proposition 6.3.4,

L0 (1,7 (1)) = 24D/ (1), (1) =0,

so we can conclude the following initial result.
Proposition 6.3.13. A geodesic on a Riemannian manifold has constant speed.

Now on a Riemannian manifold, an alternate approach to defining geodesics
is to call a geodesic a path of shortest length between two points. However, this
definition is not quite good enough, as Figure 6.5 indicates. Both curves connecting
p and ¢ are geodesics, but one is shorter than the other. To be more precise, we call
~ a geodesic connecting p; and ps if there is an interval [t1, 2] such that vy(¢1) = p1,
~(t2) = p2, and ~ minimizes the arclength integral

L= / 9 G 39 (1) . (6.31)
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Figure 6.5: Two geodesics on a cylinder.

Techniques of calculus of variations discussed in Appendix B produce the differ-
ential equations for the curve v that minimizes the arclength. However, similar to
optimization methods in regular calculus, the solutions we obtain are local minima,
which means in our case that there are no small deviations of v that produce a
shorter path between p and ¢. It is tedious to show, but Theorem B.3.1 implies
that a curve v that minimizes the integral in (6.31) must satisfy

Er i At
ds? *ds ds
where s is the arclength of +. Proposition 6.3.11 and Proposition 6.3.13 show

that defining a geodesic as having no acceleration is equivalent to defining it as
minimizing length in the above sense.

i ok
DD, (6.32)

Example 6.3.14 (Sphere). Consider the parametrization of the sphere given by
X(2',2%) = (Rcosz' sinz?, Rsinz' sin2?, R cos 2?),

where 2! is the longitude @ in spherical coordinates and 22 is the angle ¢ down
from the positive z-axis. In Example 6.1.14, we determined the coefficients of the
metric tensor. Then it is easy to calculate the Christoffel symbols 1"3- i for the sphere.
Equations (6.32) for geodesics on the sphere become
d?x! dx' dxz?
T2 + 2cot(z2)gg =0,
d?z?

— —sin(#®) cos(a?) (05;1)2 o (6.33)
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A geodesic on the sphere is now just a curve ¥(s) = X(z'(s),22(s)) where
x1(s) and 2%(s) satisfy the system of differential equations in (6.33). Taking a first
derivative of ¥(s) gives

dz! dz?
7'(s) = R | —sina'sinz®—— + cos ' cos 2* ——,
ds ds’
1 o dat 1 o dx? 5 dx?
cosx sinz”®—— +sinz’ cosz” —, —sina”®—
ds ds’ ds

and the second derivative, after simplification using (6.33), is

% = [ sin?(a?) (ﬁlf + (‘2”;2)2}7(3).

2 2
However, the term R? (sin2 (2?) (%) + (de;) ) is the sphere metric applied to

(@) (s), (=*)'(s)),

which is precisely the square of the speed of ¥(s). However, since the geodesic
is parametrized by arclength its speed is identically 1. Thus, (6.33) leads to the
differential equation

- 1.

F(5) + 737(5) = 0.
Standard techniques with differential equations allow one to show that all solutions
to this differential equation are of the form

~(s) = dcos (R) + bsin (;)

where @ and b are constant vectors. Note that 7(0) = @ and that 7/(0) = %E
Furthermore, to satisfy the conditions that (s) lie on the sphere of radius R and
be parametrized by arclength, we deduce that @ and b satisfy

ldl=R, |b]=R, and @-b=0

Therefore, we find that J(s) traces out a great arc on the sphere that is the inter-
section of the sphere and the plane through the center of the sphere spanned by

7(0) and 7(0).

There are many properties of lines that no longer hold for geodesics on manifolds.
For example, lines in R™ are (“obviously”) simple curves, i.e., they do not intersect
themselves. In Example 6.3.14, we showed that the geodesics on a sphere are arcs
of great circles (equators). In this case, a maximal geodesic is a whole circle that,
as a closed curve, is still simple. In contrast, Figure 6.6 of a distorted sphere shows
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Figure 6.6: A nonclosed geodesic on a manifold.

only a portion of a geodesic that is not closed and intersects itself many times. The
problem of finding closed geodesics on surfaces illustrates how central the study of
geodesics is in current research: in 1917, Birkhoff used techniques from dynamical
systems to show that every deformed sphere has at least one closed geodesic [10];
in 1929, Lusternik and Schnirelmann improved upon this and proved that there
always exist three closed geodesics on a deformed sphere [37]; and in 1992 and
1993, Franks and Bangert ([23] and [7]) proved that there exist an infinite number
of closed geodesics on a deformed sphere. However, a proof of the existence of a
closed geodesic would not necessarily help us construct one for any given surface.

We end this section by presenting the so-called exponential map. Theorem 6.3.12
allows us to define a map, for each p € M, from the tangent plane T,M to M by
mapping V' to a fixed distance along the unique geodesic 7y .

Definition 6.3.15. Let p be a point on a Riemannian manifold (M, g). Let D, be
the set of tangent vectors V' € T, M such that the geodesic vy, with vy (0) = p, is
defined over the interval [0, 1]. The ezponential map, written exp,, is the function

exp, : D, — M,
Vi— ’yv(l).
Lemma 6.3.16 (Scaling Lemma). Let V € T,M, and let c € R>°. Suppose that
v (t) is defined over (—0,9), with vv(0) = p. Then ~.v(t) is defined over the
interval (—=d/c,é/c), and
Yev (t) = v (ct).
Proof. (Left as an exercise for the reader. See Problem 6.3.10.) O
By virtue of the scaling lemma, we can write for the geodesic through p along
v,
v (t) = exp,(tV). (6.34)
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Proposition 6.3.17. For all p € M, there ezists a neighborhood U of p on M and
a neighborhood D of the origin in T), M such that exp, : D — U is a diffeomorphism.

Proof. The differential of exp,, at 0 is a linear transformation d(exp,)o : To(T, M) —
T,M. However, since T,,M is a vector space, then the tangent space To(T,M) is
naturally identified with T, M. Thus, d(exp,)o is a linear transformation on the
vector space T,M. The proposition follows from the Inverse Function Theorem
(Theorem 1.4.5) once we show that d(exp,)o = (exp,,). is invertible.

We show this indirectly using the chain rule. Let V be a tangent vector in
V € TpM, and let f: (—§,8) — T, M be the curve f(t) = tV. The function exp, of
is a curve on M. Then

dexp,(tV) _ dryy (¢)

=V
dt t=0 dt  lt=0

d(expy, of)o =
However, by the chain rule, we also have

d(exp, of)o = d(exp,)odfo = (exp,)+V.

Hence, for all V' € T,M, we have (exp,).V = V. Hence, (exp,). is in fact the
identity transformation so it is invertible, and the proposition follows. O

Now if {e,} is any basis of T, M, the exponential map sets up a coordinate
system on a neighborhood of p on M defined by

expp(X“eH).

We call this the normal coordinate system at p with respect to {e,}. If ¢ is a point
in the neighborhood U, as in Proposition 6.3.17, then ¢ is the image of a unique
tangent vector X, under exp,,. The coordinates of ¢ are X/'.

Interestingly enough, the coefficients of the Levi-Civita connection vanish at p
in the normal coordinate system X* at p. Consider a geodesic on M from p to ¢
given by c(t) = exp,(tX}e,), which in coordinates is just X*(t) = tX/. From the
geodesic equation,

2X'u X)\ XV )
ddT + fu%% =TI}, (tX)) X7 X7
Setting ¢ = 0, we find that Fiy(O)X;‘Xg = 0 for any g. Thus, by appropriate choices
of ¢, we determine that T'4 (0) = 0, which are the components of the Levi-Civita
connection at p in the normal coordinate system.

The exponential map allows us to redefine some common geometric objects in
R™ in the context of Riemannian manifolds. Notice first that by Proposition 6.3.13,
the arclength from p to exp, (V') along yv () is [|[V|,. Now, let r > 0 be a positive
real number and B, (0) be the open ball of radius r centered at the origin in T, M. If
r is small enough that B,(0) is contained in the neighborhood U from Proposition
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6.3.17, then we call exp,(B,(0)) the geodesic ball of radius r centered at p. If
the sphere S,(0) of radius r centered at 0 in T,,M is contained in U, then we call
exp,,(S,(0)) the geodesic sphere of radius r centered at p.

PROBLEMS

6.3.1.

6.3.2.

6.3.3.

6.3.4.

6.3.5.

6.3.6.

Let S be a regular surface in R3, and let X be a parametrization of a coordinate
chart U of S. Let V be the Levi-Civita connection on S with respect to the
first fundamental form metric. Let (¢) = 7(¢t) be a curve on S. Prove that the
acceleration Dyv'(t) is the orthogonal projection of ¥”(t) onto the tangent plane
to S at y(t).

Consider the torus parametrized by

—

X (u,v) = ((a+ bcosv) cosu, (a + bcosv) sinu, bsinv),

where a > b. Show that the geodesics on a torus satisfy the differential equation

ar _ 1 2 _ 2/02 — (1 —a)?
du_CbT\/r C2\/b? — (r — a)?,

where C' is a constant and r = a + bcosw.

Find the differential equations that determine geodesics on a function graph z =
f(z,y).

fX:U—>Risa parametrization of a coordinate patch on a regular surface S
such that gi11 = E(u), g12 = 0, and g22 = G(u), show that

(a) the u-parameter curves (i.e., over which v is a constant) are geodesics;
(b) the v-parameter curve u = wug is a geodesic if and only if Gy (uo) = 0;

(c) the curve Z(u,v(u)) is a geodesic if and only if

C+\/E(u) du
VGu)\/Glu)—C2

v =

where C' is a constant.

Pseudosphere. Consider a surface with a set of coordinates (u,v) defined over the
upper half of the uv-plane, i.e., on H = {(u,v) € R?|v > 0}, such that the metric

tensor is
1 0
(9i5) = (O e%) :

Prove in this coordinate system that all the geodesics appear in the H as vertical
lines or semicircles with center on the u-axis.

Let (M, g) be a two-dimensional Riemannian manifold. Suppose that on a co-
ordinate patch U with coordinates z = (z*,z?), the metric is given by g1 = 1,
goo = (962)27 and gi2 = g21 = 0. Show that the geodesics of M on U satisfy the
existence and uniqueness of

z' = asec(z® +b).
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6.3.7.

6.3.8.

6.3.9.

6.3.10.
6.3.11.

Ve

i

Figure 6.7: Mercator projection.

The Mercator projection used in cartography maps the globe (except the north
and south poles, S* — {(0,0, 1), (0,0, —1)}) onto a cylinder, which is then unrolled
into a flat map of the earth. However, one does not necessarily use the radial
projection as shown in Figure 6.7. Consider a map f from (z,y) € (0,27) X R to
the spherical coordinates (6, ¢) € S? of the form (0, ¢) = f(z,y) = (z, h(y))-

(a) Recall that the usual Euclidean metric on S? is

sin?¢ 0
= (1)

The Mercator projection involves the above function f(z,y), such that h(y)
gives a pull-back f*(g) that is a metric with a line element of the form ds® =
G(y)dz® + G(y)dy®. Prove that h(y) = 2cot™*(e¥) works, and determine
the corresponding function G(y).

(b) Show that the geodesics on R? equipped with the metric obtained from this
h(y) are of the form
sinhy = asin(z + )
for some constants o and (3.

Consider the Poincaré ball B% from Problem 6.1.12. Prove that the geodesics
in the Poincaré ball are either straight lines through the origin or circles that
intersect the boundary dB% perpendicularly. (The Poincaré ball is an example of
a hyperbolic geometry. In this geometry, given a “straight line” (geodesic) L and
a point p not on L, there exists a nonempty continuous set of lines (geodesics)
through p that do not intersect L.)

Prove Proposition 6.3.4. [Hint: Use (6.27) and the fact that since the Levi-Civita
connection is compatible with g, then g;;;x = 0.]

Prove Lemma 6.3.16.

Consider the usual sphere S? of radius R in R®. In the coordinate patch where
(0,¢) € (0,2w) x (0,7), the Christoffel symbols are given in (6.33) of Example
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Figure 6.8: A few geodesics in the Poincaré disk.

6.3.14, where we use the coordinates (6,¢$) = (z',2%). Consider a point p on
the sphere given by P = (6o, ¢o). Let Vo be a vector in T,S? with coordinates
Vo', V')

(a) Show that the stated Christoffel symbols used in (6.33) are correct.

(b) Calculate the coordinates of the parallel transport V' (¢) of Vi along the curve
~(t) = (fo,t), using the initial condition to = ¢o. Show that the length of
the tangent vectors V(t) does not change.

(¢) Calculate the coordinates of the parallel transport V (¢) of Vo along the curve
7(t) = (t,¢0), using the initial condition to = 6. Show that ||V (¢)|® is
constant.

6.3.12. Show that the locus of a geodesic on the n-sphere S™ (as a submanifold of R™*!)
is the intersection of S™ with a 2-plane that passes through the sphere’s center.

6.4 Curvature Tensor

In the study of curves and surfaces in classical differential geometry, the shape
operator and the curvature tensor play a central role. We approach the notion of
curvature on Riemannian manifolds in two different but equivalent ways.

6.4.1 Coordinate-Dependent

The first approach to curvature involves investigating mixed, partial, covariant
derivatives. For smooth functions in R™, mixed, second-order partial derivatives
are independent of the order of differentiation. Problem 6.2.17 showed that if a
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connection V on M is not symmetric, the same result is no longer true for the
mixed, covariant, partial derivatives of smooth functions on a manifold. We found
that if f: M — R, then over a given coordinate path U, one has

k
Fisi = Fasi = =75 f ko

where 7 is the torsion tensor associated to V (see Problem 6.2.14), and the coordi-
nate components are

rk =1k Tk, (6.35)

If we repeat the exercise with a vector field instead of a smooth function, a new
phenomenon appears.

Proposition 6.4.1. Let M be a smooth manifold equipped with an affine connection
V. Let U be a coordinate patch on M and let X be a vector field defined over U.
Then, in components, the mized covariant derivatives satisfy

l l _ l k k vl
X — Xy = K X7 — 135X,

where or l
Y, orl
Kl]k; — J k

(2

ozt oxI

Proof. This is a simple matter of calculation. Starting from Xlz = 8Xl/6mi+FéhXh,
we obtain

+Th, T, —ThTY,. (6.36)

oxX},
Xl =" +Th xk -1k X

i5d Oxd
0 ox! . K . axk . . .o
T (8@1' + X7 )+ D Oz + 15, X™ ) =15 X0
X' Ol ok, OX" I pmyk _ pk oyl
= k0 Ou X"+ T pIs + 15, i XY =T X

After collecting and canceling like terms, we find that

ort,  ort
XL, - XL, = ( ax]i - 8;; + T T, = ThIh, | XF — (T, = Th) X

The proposition follows. O

This result is particularly interesting because of the following proposition.

Proposition 6.4.2. The collection of functions K;kl defined in Equation (6.36)
form the components of a tensor of type (1,3).

Proof. (This proposition relies on the coordinate-transformation properties of the
component functions F; & given in Proposition 6.2.5. The proof is left as an exercise
for the reader.) O
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The functions K Zkl are the components of the so-called curvature tensor asso-
ciated to the connection V.

The components of the curvature tensor came into play when we considered
the mixed, covariant, partial derivatives of a vector field instead of just a smooth
function. It is natural to ask whether some new quantity appears when one considers
the mixed covariant partials of other tensors. Surprisingly, the answer is no.

Theorem 6.4.3 (Ricci’s Identities). Let 7”1 j " be the components of a tensor field
of type (r,s) over a coordinate patch of a mamfold equipped with a connection V.
Then the mized, covariant, partial derivatives differ by

T

i1+ i1-- i i1 o — 1M1 Ir
T Jsvk'h le Js«hk - ZthmTh Js

a=1

— i1
ZthJﬂ ja 1M 41-gs ThkTJl jswm

Over the coordinate patch U, the components of the curvature tensor satisfy the
Bianchi identities.

Proposition 6.4.4 (Bianchi Identities). With K! i defined as in (6.36) and 7'
defined as in Equation (6.85), then

1 ! 1 ! / I m 1 _m_ 1 .m
K + K + Kkm “Tijik ™ Tikyi — Thiyj — Tim Tik = Tjm Thi — Thm Tij

and
Kljkh+K1khg +ngk —Tih Klon — i Kl —Th; Kl
The second Bianchi identity is also called the differential Bianchi identity.

Proof. (Left as an exercise for the reader.) O

In particular, if V is a symmetric connection, the Bianchi identities reduce to

first identity: Kl 4+ Kby, + Kpyy =0, (6.37)
second identity: Kljk n Kl gt thj;k =0 (6.38)

for any values of any of the indices.

(We need to mention at this point that some texts vary in how they assign mean-
ing to the various indices of the Riemann curvature tensor and tensors associated
to it. Because of the antisymmetry properties of the curvature tensor, the variances
only lead to a possible difference in sign between component functions alternately
defined. Fortunately, the coordinate-free definition for the curvature tensors seems
to be uniformly accepted across the literature.)
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6.4.2 Coordinate-Free

A second and more modern approach to curvature on a Riemannian manifold (M, g)
defines the curvature tensor in a coordinate-free way, though still from a perspective
of analyzing repeated covariant differentiation. If X, Y, and Z are vector fields on
M, the difference in repeated covariant derivatives is

VxVyZ — VyVyZ. (6.39)

Even with general vector fields in R™, (6.39) does not necessarily cancel out. How-
ever, by Problem 6.2.6, VxVyZ = X(Y(Z*))04, so

VxVyZ - VyVxZ = VixyiZ. (6.40)

This equality might not hold for all vector fields X,Y,Z on a manifold equipped
with a connection V. This fact motivates defining the quantity

RX,Y)Z ¥ VxVyZ - VyVxZ - Vixy 2. (6.41)

The notation R(X,Y)Z emphasizes the understanding that for each vector field X
and Y, R(X,Y) is an operator acting on Z. At first glance, R(X,Y)Z is just a
smooth mapping X(M) x X(M) x X(M) — X(M), smooth because the resulting
vector field is smooth. However, more is true.

Proposition 6.4.5. The function R(X,Y)Z defined in Equation (6.41) is a tensor
field of type (1,3), which is antisymmetric in X and Y.

Proof. The antisymmetry property follows immediately from [Y,X] = —[X,Y]
and Definition 6.2.1. To prove the tensorial property, we need only to show that
R(X,Y)Z is multilinear over C*°(M) in each of the three vector fields. We show
linearity for the X variable, from which linearity immediately follows for the Y
variable. We leave it as an exercise for the reader to prove linearity in Z.

Let fl, fg e (0> (M) Then

R(f1 X1+ f2X2,Y)Z = (f1iVx, + [oVx,)VyZ
—Vy(iVx, + £2Vx,)Z = Vi X, Y41 fo X2, 7] Z-

By Proposition 5.3.4(4), [f:X:, Y] = fi[ X, Y] = Y (f:)X;. Thus,

R(1 X1+ f2X2,Y)Z
= hHVx,.VyZ+ oV x,VyZ - iVyVx,Z =Y (f1)Vx, Z

= 2VYyVx,Z =Y (f2)Vx,Z =V i1x, v-v (1) % Z — Vi Y]-Y(f2) X2 Z

=hHVx,VyZ - iVyVx,Z - iVix,v1Z+ [2Vx,VvZ = [2VyVx,Z — 2V x, v

~Y([))Vx,Z =Y (f2)Vx, Z+Y(1))Vx,Z + Y (f2)Vx,Z

= flR(Xl,Y)Z+f2R(X2,Y)Z O



6.4. Curvature Tensor

295

Definition 6.4.6. The tensor field R of type (1,3) satisfying
R(X,Y)(Z) =VxVyZ —=VyVxZ -V xy1Z

is called the curvature tensor associated to the connection V. Occasionally, this is
denoted RV to explicitly indicate which connection.

We connect this approach to the coordinate-dependent Definition 6.36 as follows.
Let z be a coordinate system on a coordinate patch of M. By the C°°(M)-linearity,

R(X,Y)Z = XY Z* R(9;, 0;) 0%

where X = X'0; and similarly for Y and Z. The components of R in local coordi-

nates are Rﬁjk, where
g 0 0 ;0
R (mm) Bk~ Tk gt

Now since [0;,9;] =0,

R(0;,0;)0r = V9,Vo,0k — Vo, V0
=V, (F?kah) — Vo, (F?kah)

orh, orh
= F?kv(')i oy, + 8; op, — F?kVaj oy — 8@36 oy,

orl,  or
_ h 1l h 1l jk ik
= (ijfih - Fikrjh + aaj’l - al‘] 6[,

from which we obtain

l
Ol ory,

VA
i = oz’ oI

+ F?kréh - thkré'm

which recovers exactly the coordinate-dependent Definition 6.36.

6.4.3 Riemannian Curvature

Our presentation of the curvature tensor so far applies to any affine connection. We
turn to the specific example of a Riemannian manifold (M, g).

Definition 6.4.7. The curvature tensor associated to the Levi-Civita connection
associated to the metric g is called the Riemann curvature tensor, denoted R.

As above, we denote the components of the curvature tensor by Réjk. Since
V is symmetric, the torsion tensor 7 associated to the Levi-Civita connection is
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identically 0. In coordinate-free expression, the Bianchi identities for the Riemann
tensor are

R(X,Y)Z+R(Y,Z)X + R(Z,X)Y =0 (6.42)
VwR(X,Y)Z + VzR(X, W)Y + VyR(X,Z)W =0 (6.43)

By contracting with the metric tensor g, we obtain a tensor field of type (0,4),
which in components is

Rijki = gmi R} (6.44)
We define this tensor also in a coordinate-free way.

Definition 6.4.8. If R is the Riemann curvature tensor on a Riemannian mani-
fold (M, g), then R’, which is commonly denoted Rm, is the Riemann covariant
curvature tensor. In other words, for all vector fields, X, Y, Z, W on M,

BRm(X,Y,Z, W) =g(R(X,Y)Z,W).
We write the components of Rm with respect to a basis as R;jz.

Not all the component functions of Réjk or of R;j; are independent. We now
wish to determine the number of independent component functions in R;;x;, which

will be the same number of independent component functions of Rﬁj k-

By the definition from (6.36), we see that Réjk = —Réik and, therefore, that
Rijri = —Rjin- (6.45)
Furthermore, the first Bianchi identity gives
Rijki + Rjkit + Ryiji = 0. (6.46)

The compatibility condition of the Levi-Civita connection is expressed in coordi-
nates as g;;;x = 0 as functions for all indices ¢, j, k. This leads to another relation.
Theorem 6.4.3 and the compatibility condition imply that

0= grijyi — Griyizj = *Rﬁkgmz - R;?lgkm (6.47)

which is tantamount to
Rijii = —Riji- (6.48)

Equations (6.45) and (6.48) show that the covariant curvature tensor is skew-
symmetric in the first two indices and also in the last two indices. Furthermore,
this skew-symmetry relation combined with the identity in (6.46) leads to

Rijri = Ry (6.49)
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We can see from the following calculation, starting with the Bianchi identity, and
using again in the middle:

0 = Rirji + Rijir + Rjist = —Ririj — Rijii + Rjikl
= Rpij + Rurj + Rjiks + Rinji + Ry
= 2Rk1i5 — Rugjre — Rk + Rjin from (6.48) and (6.45)
= 2Rpij + Rijue + Rjikt = 2Rk1ij — 2Rijri

Equation (6.49) follows.

We can now count the number of independent functions given the relations
in (6.45), (6.46) and (6.48). There are five separate cases depending on how many
indices are distinct. By virtue of (6.45), the cases when all indices are equal or when
three of the indices are equal lead to identically 0 functions for the components of
the covariant tensor. If there are two pairs of equal indices, then we must have
Ry;;5; = 0 while the quantities R;j;; could be nonzero. In this case, the identities in
(6.45), (6.46) and (6.49) explicitly determine all other possibilities with two pairs
of equation indices from R;;;;. There are (Z) ways to select the pair {4, j} to define
R;ji;. If the indices have one pair of equal indices and the other two indices are
different, then by (6.45) and (6.48), the only nonzero possibilities can be determined
by R;jir (where ¢, j, and k are all distinct). Hence, there are n(”gl) choices of
independent functions here. Lastly, suppose that all four indices are distinct. All
the functions for combinations of indices can be obtained from the relations, given
the functions for R;jr and Ryj,. Thus, there are 2(}) independent functions in
this case. In total, the covariant curvature tensor is determined by

(Z) +n<”;1) +2<Z> - 1712712(712 —

independent functions.

Example 6.4.9. It is interesting to note that for manifolds of dimension n =
2, there is only one independent function in the curvature tensor, namely, Ri212.
Equation (7.47) in [5] shows that the Gaussian curvature of the surface at any point
is equal to

K= 7R1212/det(gij). (650)

Because of cancellations for repeated indices, an elegant way to rewrite this gives
us the components of the Riemann covariant curvature tensor:

Rijii = K(9ugjk — 9ir9;1)- (6.51)

Properties of the Riemann covariant curvature tensor presented in a coordinate-
dependent manner have equivalent expressions in a coordinate-free formulation.

Proposition 6.4.10. The covariant curvature tensor Rm satisfies the following
symmetry properties for vector fields X, Y, Z, W, and T:
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Figure 6.9: Geometric interpretation of Figure 6.10: Geometric interpretation of

the torsion tensor. the curvature tensor.
1. Rm(X,Y,Z,W)=—-Rm(Y, X, Z,W).
2. Rm(X,Y,Z,W)=—-Rm(X,Y,W, Z).
3. Rm(X,Y,Z, W) =Rm(Z,W,X,Y).
4. Bianchi’s first identity:

Rm(X,Y, Z,W) + Rm(Y, Z,X,W) + Rm(Z, X,Y,W) = 0.

5. Bianchi’s differential identity:

VRm(X,Y,Z,W,T) + VRm(X,Y,W,T, Z) + VRm(X,Y,T, Z,W) = 0.

6.44 Geometric Interpretation

Until now, we have not given an interpretation for the geometric meaning of the
curvature or torsion tensors.

Consider first the torsion tensor. (Of course, by definition, the Levi-Civita
connection is symmetric and so the torsion is 0, but we give an interpretation for
any affine connection.) We will use a first-order approximation discussion, following
the presentation in [44, Section 7.3.2]. This reasoning differs slightly from a rigorous
mathematical explanation, but we include it for the sake of familiarity with physics-
style reasoning.

Let p € M, with coordinates * in a coordinate system on M. Let X = §*0,
and Y = "9, be two vectors in T,M. Let yx(t) be the curve with coordinate
functions §*¢ and let vy () be the curve with coordinate functions e#t. Consider
the parallel transport of the vector X along vy (t). The coordinates of the resulting
vector are 0* + 'y dxe,. The coordinates of p’, the tip of the parallel transport of
X, are

p'r M+t +TK drey
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If we take the parallel transport of Y along vx (¢), the coordinates of the resulting
vector are e# + T4 £)d,. The coordinates of p”, the tip of the parallel transport of
Y, are

p" i Ot et +TK exd,.

The difference between these two parallel transports is (I'Y,, — 'Y, )dxe,, which is
7\ 0xey,. Therefore, intuitively speaking, the torsion tensor gives a local measure of
how much the parallel transport of two noncollinear directions with respect to each
other fails to close a parallelogram (see Figure 6.9).

The curvature tensor, on the other hand, measures the path dependence of
parallel transport. In the coordinate-free definition of the curvature tensor from
(6.41), the expression VxVy Z is a vector field that measures the rate of change
of parallel transport of the vector field Z along an integral curve of Y and then a
rate of change of parallel transport of this Vy Z along an integral curve of X. The
expression Vy V x Z reverses the process.

As discussed in Section 5.2 in the subsection on Lie brackets (see also Figure 5.4),
the successive flows of a distance h along the integral curves of Y and then along the
integral curves of X do not in general lead one to the same point if one follows the
integral curves of X and then of Y. Proposition 5.3.14 shows that [X, Y] is a sort of
measure for this nonclosure of integral paths in vector fields. Subtracting Vx y)Z
from VxVyZ — VyVxZ eliminates the quantity of path dependence of parallel
transport on a manifold that is naturally caused by the nonclosure of “square” paths
of integral curves in vector fields.

Another perspective is to consider a vector Z based at p with coordinates x*
and look at the path dependence of the parallel transport along two sides of a
“parallelogram” based at p and spanned by directions 0# and e#. Locally, i.e.,
when 0# and e are small, the parallel transport of Z from p to ¢ = (z* + ) to
s = (z" 4 §* + &) produces a vector A’Z. Similarly, the parallel transport of Z
from p to r = (z# + ) to s = (x* + 6" + &#) produces a vector A”Z (see Figure
6.10). The difference Z +— A”Z — A'Z is a linear transformation defined locally at
p that depends on the directions §# and #. In fact, it is not hard to show that, in
coordinates, the first order approximation in the variables § and ¢ is

(A"Z — A'Z)" = Rl 07" 2.

PROBLEMS

6.4.1. Calculate the 16 component functions of the curvature tensor for the sphere S? in
the standard (6, ¢) coordinate system.

6.4.2. Prove Proposition 6.4.2.

6.4.3. (a) Prove the first Bianchi identity in Proposition 6.4.4 using a coordinate-
dependent approach.

(b) Prove the first Bianchi identity in Proposition 6.4.10 using a coordinate-free
approach.
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6.4.4.

6.4.5.

6.4.6.

6.4.7.

6.4.8.

6.4.9.

6.4.10.

6.4.11.

6.4.12.

(a) Prove the second Bianchi identity in Proposition 6.4.4 using a coordinate-
dependent approach.

(b) Prove the second (differential) Bianchi identity in Proposition 6.4.10 using
a coordinate-free approach. [Hint: This can be long and tedious if done
directly. Instead, since VRm is C'°°(M)-multilinear, choose X,Y,Z W, T
to be coordinate basis vector fields. Also, to make the computations even
easier, use the normal coordinate system.]

Prove that the quantity R(X,Y)Z defined in (6.41) is C°°(M)-linear in the Z
variable.

A smooth family of smooth curves is a function ¢ : (—¢,¢) X [a,b] — M such
that c¢s(t) = c(s,t) is a smooth curve in M for each s € (—e,e). Note that by
symmetry, c:(s) is also a smooth curve for each ¢ € [a,b]. A vector field along ¢
is a smooth map V' : (—¢,¢) X [a,b] = T'M such that V(s,t) € Tees,)M for each
(s,t). Define the vector fields S and T on ¢ by S = 0sc and ke, i.e., the tangent
vectors to c in the indicated direction. Show that for any vector field V on ¢,

DD,V — DD, = R(S,T)V.

(This gives another geometric interpretation of the curvature tensor.)

The Jacobi Equation. This exercise considers variations along a geodesic v. A
variation through geodesics along «y is a smooth family of smooth curves ¢ (defined
in Problem 6.4.6) such that for each s, the curve ¢s(t) = ¢(s,t) is a geodesic and
¢(0,t) = v(t). The variation field V of a variation through geodesics along = is
the vector field along ~ defined by V (t) = (9s¢)(0,t). Show that V satisfies the
Jacobi equation

D}V + R(V,#%)% = 0. (6.52)

Consider the 3-sphere S, and consider the coordinate patch given by the parame-
trization described in Problem 6.1.14. Calculate the curvature tensor, the Ricci
curvature tensor, and the scalar curvature.

Calculate the curvature tensor, the Ricci curvature tensor, and the scalar curva-
ture for the Poincaré ball. (See Problem 6.1.12.)

Consider the 3-torus described in Problem 6.1.2(b) with the metric induced from
R*. Calculate all the components of the curvature tensor, the Ricci tensor, and

the scalar curvature, given in the coordinates defined by the parametrization given
in Problem 6.1.2(b).

Consider the metric associated to spherical coordinates in R?, given by
g = dr® + r? sin® ¢d6* + r’de>.

(Note, we have used the mathematics labeling of the longitude and latitude angles.
Physics texts usually have the 6 and ¢ reversed.) Prove that all the components
of the curvature tensor are identically 0.

Consider the Riemannian manifold of dimension 2 equipped with the metric g =
f(u+v)(du® + dv®) for some function f. Solve for which f lead to Rjxim = 0.
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6.4.13.

6.4.14.

6.4.15.

6.4.16.

6.5

Let R be the Riemann curvature tensor (defined with respect to the Levi-Civita
connection). Prove that

1 9%g; 9%g; 0%g; 0%g;
B} ( gk _ Ik LI L > + 9ru (F?J?z —F?zrﬁk) ‘

Riji = i 0r. izl Oridrk | Oridzk

Conclude that in normal coordinates centered at p, the following holds at p:

Rijri = - (0019ik — 0iO1gjr — 050k gt + 0iOkgji)-

N | =

The Killing Equation. Let (M, g) be a Riemannian manifold and let X € X(M).
Consider the function f. : M — M defined by

fe(p) = ~(e)

where v is the integral curve of X through p. Thus, the linear approximation of
fe for small € maps p = (2') to the point with coordinates z* 4+ ¢X"*(p). Suppose
that f. is an isometry for infinitesimal e.

(a) Use a linear approximation in € on the change-of-coordinates formula for the
metric g to show that g and X satisfy the Killing equation:

aX! oXx!

agi'
J Xk 4 o7 9 T 579 =0. (6.53)

Ox*

(b) Let V be the Levi-Civita connection. Show that the Killing equation is
equivalent to the condition that (VX)” is antisymmetric. In components
related to a coordinate system, this means that

Xij + X5 =0, (6.54)
where X; = gika.

Consider a covector field w on a Riemannian manifold (M, g). Suppose that w
satisfies the covariant Killing equation (see (6.54)), i.e,. w;;j +wj;; = 0. Show that
along any geodesic y(s) of M, w(¥) is a nonzero constant.

Show that if R;jri + Rijk: = 0, then the covariant curvature tensor is identically
0.

Ricci Curvature and Einstein Tensor

We finish this chapter with a brief section on various tensors associated to the
Riemann curvature tensor.
Since tensors of type (1,3) or (0,4) are so unwieldy, there are a few common
ways to summarize some of the information contained in the curvature tensor.
One of the most common constructions is the Ricci curvature tensor, denoted
by Rc or Ric. We tend to write R;; instead of Rc;; for the components of this
tensor with respect to a coordinate system. The Ricci curvature tensor is Tr R, or
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the trace (with respect to the first indices) of the Riemann curvature tensor. In
coordinates, the components are defined by

Rij = Ry;; = " Ruijm-
By the symmetries of the curvature tensor, R;; can be expressed equivalently as

k k k k
Rij = Ry, = —Riy; = —9"" Rikjm = —9" " Rjmbki-

Proposition 6.5.1. The Ricci tensor Rc is symmetric.

k

Proof. We prove this within the context of a coordinate system. Since R;; = R}, i

then
ar,  ork,
Y Ok ox?
In this expression, since the connection is symmetric, the first and third terms of
the right-hand side are obviously symmetric in ¢ and j. The fourth term FZijh
is also symmetric in ¢ and j by a relabeling of the summation variables h and k.
Surprisingly, the second term in (6.55) is also symmetric.

By Problem 6.2.19,
d(In/det g)
Oxd

+ )T, —Tp T (6.55)

_ Tk

Thus,
ory 02 02 ork
Jjk _ / _ / _ ik
ort  0x'Ox’ (Invdet g) Ori Ot (Invdet ) oz’

Hence, all the terms in (6.55) are symmetric in ¢ and j, so R;; = Rj; and the result
follows. O

Definition 6.5.2. The scalar curvature function R is defined as the trace of the
Ricci tensor with respect to g, i.e.,

S = Try Rc = g" R;;. (6.56)

Sometimes, texts use the letter R to denote the scalar curvature, but we have
opted for the other common notation of S so as not to be confused with the curvature
tensor symbol.

Example 6.5.3 (Ricci Tensor of a Surface). We observed in Example 6.4.9 that
the covariant Riemann curvature Rm tensor for a 2-manifold depends on only
one function, Rjs12. Symmetry and antisymmetry properties of the tensor de-
termine all the component functions from this one. Furthermore, we observed that
Ri212 = —K det(g;5), where K is the Gaussian curvature of the surface, that arises
in classical differential geometry. We can write this as

Rijii = K(gugjr — 9ir9;1)-
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By definition of the Ricci tensor,
Rij = ¢" Riijm = K" (gkm9i; — 9ijGim)
= K (9™ gemij — 9"  grjgim = K (571 9i5 — 07" Gim)
= K(29i5 — 9i5) = Kgij-

Hence, the Ricci curvature tensor is (locally) proportional to the metric tensor, by
the factor of the Gaussian curvature. Furthermore, this implies that

So for all surfaces, whether embedded in R? or not, the scalar curvature function is
twice the Gaussian curvature.

The scalar curvature function allows us to define the Einstein tensor, which is
of fundamental importance.

Definition 6.5.4. On any Riemannian manifold (M, g) the Finstein tensor G is
the tensor of type (0,2) described in coordinates by

1
G;w = R,uy - ig,uvsa (657)
where S is the scalar curvature.

Since the Ricci curvature tensor and the metric tensor are symmetric, i.e., in
Sym?(TM*), then the Einstein tensor field is also symmetric. As we will see in
Section 7.5, the Einstein tensor is of central importance in general relativity. From
a purely geometric perspective, the Einstein tensor has the following important

property.

Proposition 6.5.5. Let G be the Finstein tensor on a Riemannian manifold. Then,
using (6.25),
divG = 0.

In coordinates, this reads Gf,., = (§9*"Guv)ia = 9" Gpva = 0.

Proof. The proof of this proposition follows from the differential Bianchi identity.
For the Riemann curvature tensor, by Proposition 6.4.10(5), we have

Rijkl;m + Rijlm;k + Rijmk;l = 0.
Taking the trace with respect to g over the variable pair (i,1),
Rjk;m - ij;k + gilRijmk;l = 07

where the trace operator commutes with the covariant derivative because of the
compatibility condition of the Levi-Civita connection. Multiplying by ¢’* and con-
tracting in both indices gives

S;m - gijjm;k: - gilRim;l = 0.
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Relabeling summation indices and using the symmetry of g and Rec, we deduce that
Som — 26" R = 0. (6.58)

But G} = "G = g*" Ry — %6/‘1‘5, SO

Gz;a = guuR,u,V a— 50,80 = gauRuu;a -

5 2 s 25#“

and the vanishing divergence follows from (6.58). The last claim in the proposition
follows from Problem 6.2.16. O

Of particular interest in Riemannian geometry and in general relativity are man-
ifolds in which the Ricci curvature is proportional to the metric tensor. The corre-
sponding metric is called an Finstein metric and the manifold is called an Finstein
manifold. More precisely, a Riemannian manifold (M, g) has an Einstein metric if

Re = kg (6.59)

for some constant k € R. Taking the trace with respect to g of (6.59) and noting
that Try g = dim M, we find that k must satisfy

S
k_dimM‘

(6.60)

This leads to the following interesting property.

Proposition 6.5.6. If (M, g) is an Einstein manifold, then the scalar curvature is
constant on each connected component of M.

In part because of Proposition 6.5.6, Einstein metrics continue to remain an
active area of research not only because of their applications to physics but more
so because of their application to possible classification theorems for diffeomorphic
manifolds. The Uniformization Theorem, a fundamental result in the theory of sur-
faces, establishes that every connected 2-manifold admits a Riemannian metric with
constant Gaussian curvature. This in turn leads to a classification of diffeomorphism
classes for surfaces.

One could hope that, in parallel with surfaces, all connected higher-dimensional
manifolds (dim M > 2) would possess an Einstein metric that would in turn lead to
a classification theorem of diffeomorphism classes of manifolds. This turns out not
to be the case. There do exist higher-dimensional compact manifolds that admit
no Einstein metric ([9]). Nevertheless, in attempts to reach a generalization to the
Uniformization Theorem for higher-dimensional manifolds, Einstein metrics play a
vital role.
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PROBLEMS

6.5.1.

6.5.2.

6.5.3.

Suppose that on a Riemannian manifold (M,g), the curvature tensor satisfies
divR = 0, or in coordinates Rjy;, = O for all j,k,I. Show that the following
also hold:

(a) Rijin = Riny;

(b) S =0;

(c) gnLleklRmh + g™ Ry Romj + gmlRZlemk =0.
Some authors define an Einstein manifold to be Riemannian manifold such that
the Ricci curvature tensor is proportional to the metric tensor in the sense that
Rc = Mg, where X : C*°(M,R) is a smooth function on M. (The definition given
in the text requires the A\ be a constant.) Prove that if the manifold has dimension
n > 3, then this alternate definition of an Einstein manifold also implies that the

scalar curvature is constant on all connected components of the manifold. [Hint:
Show that S;, = 0.]

Let G;' = ¢**G1, where G, are the components of the Einstein tensor, and define
R;lk = glmR}km. Prove that
. 1 . N
G} = R,

T4

where we have used the generalized Kronecker symbol defined in (4.34).
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CHAPTER 7

Applications of Manifolds to Physics

In the previous chapters, we set forth the goal of doing calculus on curved spaces as
the motivating force behind the development of the theory of manifolds. Occasion-
ally, we showcased applications to physics either in examples or exercise problems.
Having developed a theory of manifolds, we now present five applications to physics
that utilize this theory. Consequently, throughout this chapter, the motivation for
topics is inverted as compared to the rest of the book: instead of starting from a
mathematical structure and looking for applications to physics, we begin with con-
cepts from physics and see how the theory of manifolds can provide a framework
for the idea. Each section shows just the tip of the iceberg on very broad areas of
active investigation.

Section 7.1 explores how Hamiltonian’s equations of motion motivate the notion
of symplectic manifolds. Because of these applications and fascinating properties,
symplectic geometry has become a significant field. Historically, it was the Hamil-
tonian formulation of dynamics that lent itself best to quantization and hence to
Schrédinger’s equation in quantum mechanics.

In special relativity, Einstein’s perspective of viewing spacetime as a single unit,
equipped with a modified notion of metric, is properly modeled by Minkowski
spaces. Section 7.2 discusses this, along with its natural generalization to pseudo-
Riemannian manifolds.

A few exercises in this text have dealt with the theory of electromagnetism. In
Section 7.3, we gather together some of the results we have seen in the theory of
electromagnetism and rephrase them into the formalism of a Lorentzian spacetime.

We also discuss a few geometric concepts underlying string theory. Between
1900 and 1940, physics took two large steps in opposite directions of the size scale,
with quantum mechanics describing the dynamics of the very small scale and gen-
eral relativity describing the very large scale. These theories involve very different
types of mathematics, which led physicists to look for reformulations or generaliza-
tions that could subsume both theories. However, despite extensive work to find
a unifying theory, the task has proven exceedingly difficult, even on mathematical
grounds. String theory is a model for the structure of elementary particles that

307
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currently holds promise to provide such a unification. We wish to mention string
theory in this book because, at its core, the relativistic dynamics of a string involve
a two-dimensional submanifold of a Minkowski space.

Finally, Einstein’s theory of general relativity, introduced in Section 7.5, stands
as a direct application of Riemannian manifolds. In fact, general relativity mo-
tivated some of the development and helped proliferate the notions of Rieman-
nian (and pseudo-Riemannian) geometry beyond the confines of pure mathematics.
Many of the “strange” (non-Newtonian) phenomena that fill the pages of popular
books on cosmology occur as consequences of the mathematics of this geometry.

This chapter assumes that the reader has some experience in physics but no more
than a first college course (calculus-based) in mechanics. All the other material will
be introduced as needed. We do not discuss issues of quantization as those exceed
the scope of this book.

7.1 Hamiltonian Mechanics
7.1.1 Equations of Motion

The classical study of dynamics relies almost exclusively on Newton’s laws of motion,
in particular, his second law. This law states that the sum of exterior forces on a
particle or object is equal to the rate of change of momentum, i.e.,

. di
N P = di;, (7.1)

where p'= m dZ/dt and Z(t) is the position of the particle at time ¢. If m is constant,
(7.1) reduces to
= d’z
Z Fopy = mﬁ (72)
Furthermore, by a simple calculation, (7.1) directly implies the following law of
motion for angular momentum about an origin O:

dL .
— = > Feat, (7.3)

where [ = 7 x p is the angular momentum of a particle or solid, where 7 is the
position vector of the particle or center of mass of the solid, and where > 75y is
the sum of the torques about O. (Recall that the torque about the origin of a force
Fist=7xF.)

Though (7.1) undergirds all of classical dynamics, the value of ancillary equa-
tions, such as (7.3), arises from the fact that these other equations may elucidate
conserved quantities or produce more tractable equations when using different vari-
ables besides the Cartesian coordinates. For example, when describing the orbits
of planets around the sun, polar (cylindrical) coordinates are far better suited than
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Cartesian coordinates. In particular, as shown in Example 2.2.3, the angular mo-
mentum is a conserved quantity for a particle under the influence of forces that are
radial about some origin.

It turns out that in many cases (in particular when the forces are conservative),
either (7.2) or (7.3) follows from a specific variational principle that has extensive
consequences. Suppose that the state of a physical system is described by a system
of coordinates g, with kK = 1,2,...,n. Hamilton’s principle states that the motion
of a system evolves according to a path P parametrized by (q1(¢), ..., ¢.(t)) between
times ¢; and t2 so as to minimize the integral

ta
S:/Ldt:/ Ldt (7.4)
P t1

where L is the Lagrangian function. The integral S is called the action of the
system. When the system is under the influence of only conservative forces, the
Lagrangian is L = T — V', where T is the kinetic energy and V is the potential
energy. Recall that for a conservative force ﬁ, its potential energy V', which is a
function of the position variables alone, satisfies

F=-VV= —grad V.

Intuitively speaking, in the case of conservative forces, Hamilton’s principle states
that a system evolves in such a way as to minimize the total variation between
kinetic and potential energy. However, even if a force is not conservative, it may
still possess an associated Lagrangian that produces the appropriate equation of
motion. (See Problem 7.1.8 for such an example.)

We consider the Lagrangian L as an explicit function of ¢, the coordinates gy, and
their time derivatives ¢, = dgi/dt. According to Theorem B.3.1 in Appendix B,
the Lagrangian must satisfy the Euler-Lagrange equation in each coordinate g,

namely,
oL d (0L
— == =] =0. (7.5)
dqr  dt \ Ogy

This is called Lagrange’s equations of motion. Though this system of equations

moves away from the nice vector expression of (7.2), it has the distinct advantage
of expressing equations of motion in a consistent way for any choice of coordinates.

Example 7.1.1. Consider a ball (or cylinder) of radius R rolling down a plane
inclined with angle a, as depicted in Figure 7.1. Because the object rolls instead of
sliding, the rotation about its center leads to an additional kinetic energy amount
of %I 62, where 6 is the rate of rotation about its center. However, because there is
no slipping, we deduce that © = R0, where z is the coordinate of the distance of the
center of mass of the object up the incline. Thus, the Lagrangian of this system is

1. 1
L= 5[02 + §mv2 — mgh,

I 1
L(z,2) = —Ii* + —md?

= 92 2 — mgx sin a.
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Figure 7.1: A round object rolling downhill.

The Euler-Lagrange Equation (7.5) gives

oL d [OL . 2 -
o (8x> = —mgsina — (I/R* +m)i = 0,

which leads to the equation of motion

d’z gsin«
P S
dt — +1

a well-known result from classical mechanics.

Though Example 7.1.1 involves a variable = that is essentially taken from R,
physical systems in general may typically be described by other types of variables.
When studying the motion of a simple pendulum (Figure 7.2), we use as a variable
the angle 6 of deviation of the pendulum from the vertical. A system that is a
double pendulum (see Figure 7.3) involves two angles.

If a physical system can be described by using n locally independent variables,
then we say the system has n degrees of freedom. The set of all possible states of a
physical system is a real manifold @ of dimension n, called the configuration space
of the system. The variables (gx) that locate a point on (a coordinate chart of) the
manifold @ are called the position variables. (Note, we will use the subscript indices
for the position variables to conform to physics texts and literature on symplectic
manifolds, though one should remember at this stage that they are contravariant
quantities.) For example, the configuration space of the system in Example 7.1.1
is simply @ = R, while the configuration space for the simple pendulum is Q = S!
and the configuration space of the double pendulum is the torus Q = S' x S.

The time development of a system corresponds to a curve 7y : t — (gx(t)) on the
manifold, and the functions ¢, ..., ¢, are the coordinates of a tangent vector along
v in the tangent space T'Q.

Now the Euler-Lagrange Equation (7.5) is a system of second-order, ordinary,
differential equations. We would like to change this into a system of first-order
differential equations for two reasons: (1) many theorems on differential equations
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Figure 7.2: Simple Pendulum. Figure 7.3: Compound Pendulum.

are stated for systems of first-order equations and (2) it is easier to discuss first-order
equations in the context of manifolds. We do this in the following way.
Define the generalized momenta functionally by

OL

Pk = 37(]1@ (7.6)

The quantities p; are the components of the momentum vector, which is in fact an
element of T’ ;) Q*. We can see this as follows. Let W be an n-dimensional vector
space, and let f : W — R be any differentiable function. Then the differential dfz
at a point ¥ € W is a linear transformation dfz : W — R. Thus, by definition of
the dual space, dfy € W*. Consequently, the differential df gives a correspondence
df : W — W* via

" “ of
T dfy =Y e

i=1

ﬂdxi.

v

Taking W as the vector space T,(;)@, the momentum at the point () is the vector
dLg,) € Ty)@". Hence, we can think of the momentum vector p as a covector
field along the curve v given at each point by dLg, ).

Consider now the Hamiltonian function H defined by

n
H = Zpqu - L(qla .. '7Qn,qla .. '7q.nat)-
k=1

Since we can write the quantity ¢y in terms of the components py, we can view the
Hamiltonian as a time-dependent function on T'Q*. Given any configuration space
Q, we define the cotangent bundle T'Q* as the phase space of the system. If @ is
an n-dimensional manifold, then T'Q* is a manifold of dimension 2n.

The variables ¢; are now functions of the independent variables

(t7QIa---aQn7p17~-~7pn)-
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Taking derivatives of H, we find that

n

aH
. _qz

8qk 8L 8qk

9k _ .
—Qz-l‘Z(Pk )(91) i,

where each term of the summation is 0 by definition of pi. Furthermore, note that
Lagrange’s equation reduces to 0L/0q; = p;. Thus, taking derivatives with respect
to q;, we get

n

OH dqp. OL 9qp
da; 2 p 0a; <0qz kz ik 8qz>

k=1
[5) —— A
=——+
9q; ;;1( 3%) 9qi
_ oL
B dq; -

Therefore, given the definition in Equation (7.6), the Euler-Lagrange Equation (7.5)
is equivalent to

) oOH
qk = )
Opk
o 78H (7.7)
Pr= 3%'

This system of equations is called Hamilton’s equations of motion. They consist
of 2n first-order, ordinary, differential equations in n unknown functions, each in-
volving 2n variables, whereas Lagrange’s equations of motion consisted of n second-
order, ordinary, differential equations in n unknown functions.

For simple dynamic systems, the kinetic energy T  is a homogeneous quadratic
function in the variables ;. If this is the case, then it is not hard to show that

> depr = 2T, (7.8)
k=1

where T is the kinetic energy. If in addition, the forces acting on the system are

conservative, then
H=2T-(T-V)=T+YV,

which is the total energy of the system.

Example 7.1.2 (The Spherical Pendulum). As a longer example that compares the
Lagrange and the Hamilton equations of motion, consider the spherical pendulum
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Figure 7.4: Spherical pendulum.

as shown in Figure 7.4. This classical problem consists of a point mass that is
hanging from a string and is free to move not just in a vertical plane but in both its
natural degrees of freedom. We label the mass of the object at the end of the string
as m and the length of the string as [. For simplicity, we assume that the mass
of the string is negligible and that there is no friction where the string attaches at
a fixed point. This scenario is called the spherical pendulum problem because the
same equations govern the motion of an object moving in a spherical bowl under
the action of gravity and with no (negligible) friction.

We use a Cartesian frame of reference, in which the origin is the fixed point to
which the string is attached and the z-axis lines up with the vertical axis that the
string makes when at rest and hanging straight down. Furthermore, we orient the
z-axis downward. With this setup, the degrees of freedom are the usual angles 6
and ¢ from spherical coordinates. To obtain the Lagrange equations of motion, we
need to first identify the kinetic energy 7" and potential energy V.

The velocity vector for the particle moving at the end of the string is

U= 1(pcospcost — 0 sin ¢ sin 0,  cos psin § + O sin p cos b, —psiny),
so after simplifications, the kinetic energy is
1 .
T= iml2(gb2 + 62 sin? ).
The potential energy is V = mgl(1 — cos¢), so the Lagrangian is
1 .
L= §ml2(<p2 + 62 sin? ) — mgl(1 — cos p).
The Lagrange equations of motion are
d (0L oL d /0L oL
)% w052
dt \ 9o 00 dt \0p Op
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which in this specific example give the system of differential equations

di(mﬂ@. sin? cp) =0

a (ml2¢) = ml%6? sin pcosp —mglsin p.
As we try to extract a more convenient set of equations that govern this system,
we could take the derivative on the left hand side of the first equation. However,
it is more useful to see that pg = AL/30 = mi?0sin® p is a constant. This is the
f-momentum. Then we can write the second equation as

¢ = sin (62 cos ¢ — %)
Since py is a constant, we can solve for 0 in terms of py and write the second equation
only in terms of ¢ to get the following system of equations:

Py = mi20 sin? P,
B p: cosg g . (7.9)
= —— — 5 sing.
m2l4 S1n (p l

These are still essentially the Lagrange equations of motion, with the understanding
the pg is constant.

It might appear that the sin® ¢ in the denominator in the second equation in
(7.9) could be a cause for concern at ¢ = 0 but it is not, as we now explain. Recall
that pg is constant. If pg = 0, then the second equation in (7.9) does not possess a
singularity at ¢ = 0. On the other hand, if py # 0, then sin ¢ # 0 so ¢ is never 0.

In order to solve the equations of motion, we first solve the equation that involves
only ¢(t). Once we know ¢(t), we find 6(¢) by integrating

6 — Pe
mi2sin®(o(t))’
using the fact that py is a constant.

To establish Hamilton’s equations of motion, we first find the generalized mo-
menta of the coordinates as pg = ml26 sin® @ and p, = ml?¢. To get the Hamilto-
nian of this system, we first point out that the momenta give us values for 6 and Pp.
Hence

H =pgd+pyp — L
2 2 ) )
Po Po 1 5o (psa) Po . 2
= e, T gml —_— (1 —
ml251n2<p+m12 "™ ( mil2 + mi2sin? o sin” ¢ | +mgl(1 — cos p)

2
pg Dy

T 2mi%sin? ©  2ml?

+ mgl(1 — cos ).
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In this example, we see that the Hamiltonian is indeed the total energy T + V.
Then Hamilton’s equations (7.7) for this system are

po =0
2
cos
Dy = —mglsinp + LoTRe ,b;p
ml2sin”

6 — Po

mi2sin? o
=12

mi2’

7.1.2  Symplectic Manifolds

We now introduce the notion of a symplectic manifold and show how Hamilton’s
equations of motion arise naturally in this context. The theory of symplectic geome-
try is a branch of geometry in and of itself so we do not pretend to cover it extensively
here. Instead, we refer the reader to [8] or [1] for a more thorough introduction. In
this section, we simply illustrate how the theory of manifolds, equipped with some
additional structure, is ideally suited for this area of mathematical physics.

Definition 7.1.3. Let W be a vector space over a field K. A symplectic form is a
bilinear form

w:VxV-osK
that is:
1. antisymmetric: w(v,v) =0 for all v € W;
2. nondegenerate: if w(v,w) =0 for all w € W, then v = 0.
The pair (V,w) is called a symplectic vector space.

Proposition 7.1.4. Let (V,w) be a finite-dimensional, symplectic vector space.
There exists a basis B of V relative to which the matriz of w is

[w]s = <—OIn Ig) :

where I, is the n x n identity matrix. In addition, V' has even dimension.

Proof. (Left as an exercise for the reader. See Problem 7.1.4.) O

Since the form w is antisymmetric and bilinear, then w € /\2 V. Suppose that
V has a basis B = {e1,...,ea,}, and let B* = {ej,..., e}, } be the associated dual
basis (see Section 4.1). Then in coordinates, we can write w as

w= E wije; Nej.
1<i<j<n

However, from Proposition 7.1.4 follows immediately a nice corollary.
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Corollary 7.1.5. Let (V,w) be a symplectic vector space of dimension 2n. Then
there exists a basis B = {ey,...,ean} such that w can be written as

n
_ * *
w = E €; Nepi;-
i=1

The expression in Corollary 7.1.5 is called the canonical form of the symplectic
form w.

Definition 7.1.6. A symplectic manifold (M,w) is a smooth manifold M equipped
with a 2-form w that is closed (dw = 0) and nondegenerate. In other words, M is a
smooth manifold such that for each p € M, T, M is a symplectic vector space with
symplectic form wj, and w,, varies smoothly with p.

By Proposition 7.1.4, one sees that a symplectic manifold has even dimension.

Definition 7.1.7. If (M,w) and (M,&) are two symplectic manifolds, then a
smooth map F : M — M is called symplectic if

F*o = w.

We say that F preserves the symplectic structure. If in addition, F~! is also a
smooth symplectic map, then F' is called a symplectomorphism.

Darboux’s Theorem, a fundamental result in the theory of symplectic manifolds,
establishes that given any two symplectic forms w and @ such that wp = @p at
some point P € M, there exists a neighborhood U of P and a diffeomorphism
F:U — F(U) C M such that F(P) = P and F*® = w. (We refer the reader
to [8, Section 2.2] for a proof.) Darboux’s Theorem is equivalent to the following
formulation.

Theorem 7.1.8. Let (M,w) be a symplectic manifold. For each point P € M,
there exists an open neighborhood U of P and a symplectomorphism F of U onto
F(U) C R?" such that (F~1)*w takes the canonical form in R?™.

As a consequence of this theorem, at every point P € M, there exists a coordi-
nate neighborhood U of P with coordinates = in which

n
w= Z dx; Ndz,4;.
i=1

The formalism of symplectic manifolds applies to Hamiltonian mechanics in the
following way. Consider the configuration space @} for a physical system. Sup-
pose that @ is a manifold of dimension n. The cotangent bundle M = TQ* is a
manifold in itself of dimension 2n. If U is a coordinate neighborhood of Q) with
coordinates (qi,...,qn), then U = 7~1(U) is a coordinate neighborhood for the
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manifold TQ*, where 7 : TQ* — @ is the bundle projection map. The quantities
(q1s-+yGn,P1,...,pn) of position coordinates and corresponding generalized mo-
menta form a coordinate system on U. By the identification of T, pR™ = R" it is
not hard to show that TM =T(TQ*) = TQ & TQ*.

Proposition 7.1.9. The 2-form defined over a particular coordinate patch =1 (U)
by

w = Zd%‘ A dp; (7.10)

i=1

extends to a 2-form w € Q*(TQ*) over the whole phase space TQ*. Furthermore,
it is defined in exactly the same way as in Equation (7.10) over every coordinate
patch on TQ* obtained as 7=1(U), where U is any other coordinate patch of Q.
Consequently, the form w endows TQ* with the structure of a symplectic manifold.

Proof. Let F : UNU — U NU be a coordinate transformation from (g;) to ()
coordinates, and let G : 7~ H(UNU) — 7~ (UNU) be the corresponding coordinate
transformation from (g¢;,p;) to (g;,p;) on TQ*. Since p; are coordinates in the
cotangent space, the differential of G has coordinate functions

0q;
0
_ | 9g; _ (ldF] 0
[dG] = g a _(0 [dF]1>'
g,

In particular, we deduce that

dg; = gg; dg; and  dp; = %dpk-
Thus,
quz/\dpl — Z (g;’quj) A (8% )=3 (Z 04i 6%) da; A dp
= j=1k=1 =1
= Zzajkdqj A dpy, = quj A dp;. O
j=1k=1

The Hamiltonian function H is a smooth function T7Q* — R. We define the
Hamiltonian vector field Xy as the unique vector field that satisfies

ixyw=dH, (7.11)

where ix, is the contraction operator ix,, which on forms is equivalent to the
interior product (see Problem 5.4.16). Specifically in this case, ix, w is the 1-form
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Figure 7.5: A point mass sliding off a hemisphere.

defined by ix,w(Y) = w(Xyg,Y) at all P € M and for all Y € X(M). It is not too
hard to show that in coordinates of T'(T'Q*), the vector field Xy is

OH 0 OH
Xp=)_ Z Sa O (7.12)

Proposition 7.1.10. A curve v on the phase space TQ* is an integral curve of
the vector field Xy if and only if in each coordinate system the components y(t) =
(qr(t), pr(t)) satisfy Hamilton’s equations of motion from Equation (7.7).

Proof. As a vector field on the curve -y, the derivative +(t) is written in coordinates

as
Z Gi5e + sz oo (7.13)

i=1
By Equation (7.12), the Hamiltonian vector field Xy at points along the curve is
expressed in coordinates as

~O0H| 0 ~~0H| 0
Xy =D 5| o= Do . 7.14
(Xr)weo ; Ipi l5(t) O ; 0q; 15(t) Op; ( )
The proposition follows by identification of Equations (7.13) and (7.14). O

In other words, Proposition 7.1.10 states that a solution to Hamilton’s equations
of motion corresponds to a curve () in the phase space TQ* such that

V() = (X#)y 1)

Because of the importance of this formulation, it has its own terminology. If (M, w)
is a symplectic manifold and H € C*°(M), then with Xy defined by Equation
(7.11), the triple (M, w, Xg) is called a Hamiltonian system.

PROBLEMS

7.1.1. The special orthogonal group in R®, denoted SO(3), consists of all 3 x 3 matrices
that are orthogonal and have a determinant of 1. Explain why the configuration
space of the position and orientation of a general solid in Euclidean three-space
is @ = R? x SO(3). Explain why SO(3) is diffeomorphic to RP?.
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7.1.2.

7.1.3.

7.1.4.

7.1.5.

7.1.6.

7.1.7.

Determine the Lagrangian, Lagrange’s equations of motion, and Hamilton’s equa-
tion of motion for a point mass m sliding off a hemisphere of radius R. (See
Figure 7.5.)

Determine the Lagrangian, Lagrange’s equations of motion, and Hamilton’s equa-
tions of motion for an elastic pendulum: a particle of mass m attached to a
(massless) elastic string of elasticity constant k and unstretched length £.

Determine the Lagrangian, Lagrange’s equations of motion, and Hamilton’s equa-
tion of motion for the coupled harmonic oscillations depicted below:

— —

7
Z

,,

’

)

7z

)

Ak ko k

mi ma2 3

ENNNNNNNNN

Use x1 and x2 as the displacement from where the masses labeled mi; and ms are
in equilibrium. Assume that there is no friction on the ground. For simplicity,
also assume that when the masses are in equilibrium, all three springs are relaxed.

Consider the motion of the earth around the sun. Placing the sun at the origin, use
polar coordinates (r, ) to locate the center of the earth with respect to the sun.
The force of gravity of the sun acting on the earth has a potential energy function
of V(r) = —GMsMg/r, where G is Newton’s universal constant of gravity, Mg
is the mass of the sun and Mg is the mass of the earth. Take into account the
fact that the earth rotates on its own axis. Use the additional angle ¢ to orient
the earth around its axis. Write down the Hamiltonian function for this system,
taking into account earth’s rotation. Show that, despite the fact that the rotation
of the earth affects the Hamiltonian, the rotation does not affect the motion of
the earth around the sun.

Suppose that @ is the configuration space for a physical system involving a particle
of mass m, and suppose that @ is a Riemannian manifold with metric g = (, ).
Then the kinetic energy of a particle traveling along a curve ~(t) is

1. .
T = 5m{y(t),7(t)).
(a) Consider the sphere S? of radius R, and use the coordinates (6, #). Write
down the Lagrangian, the Hamiltonian, and Hamilton’s equations of motion
of a particle of mass m affected by a potential V = f(0, ¢).

(b) Let @ be any Riemannian manifold with metric g and with the associated
Levi-Civita connection. Show that if the potential V is constant, then a
solution to Hamilton’s equations of motion defines a geodesic on Q.

Friction is a non-conservative force. Suppose that an object of mass m with
motion in one space variable z(t) is affected by conservative forces with a combined
potential energy function V(z,t) and the force of friction of F' = —vz&, where v is
a positive constant. Prove that

L=¢"m (1

2m3'62 - V>
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7.1.8.

7.1.9.
7.1.10.

7.1.11.

7.1.12.

7.1.13.

is such that the Euler-Lagrange equation (7.5) leads to the correct equation of
motion. Calculate the Hamiltonian associated with this Lagrangian, and write
down Hamilton’s equations of motion.

Classical electromagnetism. Consider a charged particle of mass m and charge e
under the influence of a static electric field £ and magnetic field B. The non-
relativistic theory of electromagnetism [46] states that the force applied to the
particle is

_, | _
F =e(E+ -7 x B),
c
where ¥ = dZ/dt is the velocity vector of the particle and c is the speed of light.
(The presence of c¢ is a mere scaling factor due to the choice of units.) The electric
field is induced from an electric potential ¢ so that E = —V¢. The magnetic
force, however, is not a conservative force. Show that the Lagrangian

L:%mv2+e¢+ 7-A

olo

yields Newton’s equation of motion from Equation (7.2), where A is the vector
potential satisfying B =V x A. Show that the Hamiltonian of this system given
in coordinates (x;,p;) is

R 1 R
H(Z,p) = %(Pf +p3 + p3) — ed(Z) (P1A1 + p2As + p3As).

_ £
me
Prove Proposition 7.1.4.

Let V' be a vector space of dimension 2n, and let w be any bilinear form on V.
Show that w is nondegenerate if and only if w™ = w A --- A w is nonzero.

Let (V,w) be a real symplectic vector space. Let B = {e1,---,e2,} be a basis of
V that gives w a canonical form.

(a) Show that if a linear transformation T': V' — V leaves the form invariant,
i.e.,
w(T(V), T(W)) = w(¥, W) for all v,w €V,

then the matrix A of T' with respect to the basis B satisfies

T _ _ 0 In
A" JA=J, where J_(—In O)'

(b) Suppose that T' leaves w invariant. Show that if A is an eigenvalue of T' with
multiplicity &, then 1A, A, and 1/X are also eigenvalues of T with multiplicity
k.

An alternative way to define the Hamiltonian vector field Xy involves using the
process of raising indices as defined in Equation (6.11) in Section 6.1. Show that
Xy = dH", relative to the canonical form w on TQ*.

Prove Equation (7.12). [Hint: Use the embedding of A’TQ* in TQ* ® TQ* given
by dg; A dp; = dg; @ dp; — dp; ® dg;.]
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7.1.14. Let @ be a configuration space and let M be the associated phase space M =
TQ*. Let m: TQ™ — Q be the canonical projection. Define the Liouville form
9 € Q1 (M) by

B (X) €N (drn (X))

for any point m = (g, Aq) of the phase space M and for any vector X € T;, M.

(a) Using the standard coordinates on 7~ *(U) in TQ*, where U is a coordinate
patch of @, show that the Liouville form has the expression

i=1

(b) Conclude that the canonical symplectic form on T'Q* satisfies w = —dv.

7.1.15. Poisson Bracket. Consider the phase space M = T'Q* for a configuration space
Q. Define the Poisson bracket {, } on the function space C*(T'Q™) by

_ n ﬁag _ 8f 89
{fhg}_Z(aqi Opi Op; (9%').

i=1

(a) Show that {, } is a differential in each entry, i.e., {fif2,9} = {f1,9}f2 +
f1{f2, ¢} and similarly for the second entry.

(b) Prove that {, } gives C*°(T'Q") the structure of a Lie algebra, ie., {, }
satisfies the first three items of Proposition 5.3.4.

(¢) Show that Hamilton’s equations of motion from Equation (7.7) are equivalent

to
G = {qr, H} and pr = {pk,H} fork=1,...,n.

7.2 Special Relativity; Pseudo-Riemannian Manifolds
7.2.1 Concepts from Special Relativity

In Chapter 2 we discussed why, in classical mechanics, it is not proper to assume
the existence or the possibility of finding an absolutely fixed frame. However, one
of the foundation principles of classical physics, namely the principle of inertia, also
known as Newton’s First Law of Motion, affirms that a body with no net force
acting on it moves with constant velocity (or stays at rest, which corresponds to
zero velocity). However, if an observer is in a moving frame, by virtue of that
movement, the observer may see a particle with no net force have an acceleration.
Some authors refer to this effect as inertial forces, which are not true forces but
only exist because of the motion of the observer. This leads to the concept of an
inertial frame as one in which a particle with no net force acting on it appears to
move in a straight line.

The “principle of relativity” in classical mechanics states that the laws of dy-
namics are the same in all inertial frames. We saw in Section 2.2 that if a frame
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F = (0, ¢, €, &3) is inertial, then another frame F' = (0’ f_i, ﬁ, f;;,) is also inertial
if the origin of F’ travels along a line b + ¥t in reference to F and where the or-
thonormal set of vectors of F is a fixed rotation from the orthonormal set of vectors

in F. It is a standard result in geometry that a direct isometry f : R3 — R3 has
the form f(#) = A% + b, where A € SO(3) and b is any fixed vector in R3. This

direct isometry corresponds to OO’ = b and ﬁ = Ae; for i = 1,2,3. Consequently,
the frame F' differs from F by a fixed direct isometry composed with a translation
by vt, which corresponds to movement along a fixed velocity vector, which could be
0 if F' is stationary.

Of particular interest, the change of coordinates

¥=x—vt, y =y, 2=z, (7.15)

where v is a constant velocity, preserves the inertial property of frames. This is
called the Galilean transformation. It corresponds to an observer in the frame
F’ moving at a constant speed v along the z-axis. with all other basis vectors
between frames staying the same. The laws of mechanics expressed in one system
of coordinates will be the same when expressed in the other. If P, and P are two
points in space with coordinates (z1,y1,21) and (22, ¥y, 22) in the frame F then the
coordinates in the frame F’ are (z,y,21) and (5,5, 25), which could very well
be different. The coordinates with respect to a frame are not a physical quantity
in that no law of mechanics will depend on the specific value of the coordinates.
However, if we denote Ax = x5 — x1 and likewise for the other coordinates, then
the distance Py P, is preserved between inertial frames:

As ¥ (A2 + (A2 + (A2)2 = /(AZ)2 + (AY)? + (AZ)? (7.16)

So distance As between points is a physical quantity, independent of inertial refer-
ence frame.

Consider the situation of passengers on a plane. When the plane is sitting
stationary on the tarmac the passengers will observe all the laws of physics to be
the same as if they were not on the plane. At that point, a frame F’ fixed to the
plane is an inertial frame since we will assume that a frame F fixed to the Earth
is inertial. When the plane is at altitude and cruising speed, and not effected by
turbulence, except for the sound of the engines, there is no experiment that can be
done internal to the plane that would allow a passenger to discern that it is moving.
However, while the plane accelerates during take-off it is not an inertial frame: if a
passenger drops an object, it will not fall straight toward the ground even though
the only non-negligible force acting on it is gravity, which is vertical.

Classical mechanics implicitly treats the notion of time as absolute and inde-
pendent of any frame. For centuries, no one could imagine anything different. To
be more precise, in order to record events in different frames, we must use the space
variables which come from the geometric frames but also a time variable. So we
must imagine a clock attached to each frame. By calling time absolute, we mean
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that the only possible difference between clocks in classical frames is that they may
have t = 0 corresponding to different points in time. In particular, suppose we use
t and t’ as the time variables in the frames F and F'. If events P; and P, occurs
as t; and to in frame F and at ¢} and ¢}, in frame F’, then

At = At

So though the recorded point in time is not a physical quantity, an interval of time
At is. In modern explanations of the Galilean transformation (7.15) it is common
to add the equation ¢ = t/, though physicists working before special relativity would
never thought of needing to write this.

Through the 19th century, experiments on the nature of space, light, electro-
magnetism, and ether (the hypothetical medium through which it was thought that
light propagates like sound through air) produced unexpected results that began
to call into question even these fundamental perspectives on the nature of space
and time. Einstein’s theory of special relativity resolved these observations by us-
ing modern developments in mathematics by reformulating the notion of spacetime
according to two postulates:

Postulate 1 The laws of electrodynamics and optics are valid in all reference
frames in which the laws of mechanics hold (inertial frames).

Postulate 2 Light is always propagated in empty space with a definite velocity ¢
that is independent of the motion of the emitting body.

These principles bear out the surprising but experimentally observed fact that
distance As as defined in (7.16) and At change between inertial frames and this
change is particularly evident when v is large. Suppose that we locate an event in
a frame F using (¢, ,y, z) time and space variables and similarly for another frame
F'. Using work by Minkowski, Lorentz and others, Einstein showed that Postulate
2 implies that if 7’ is moving at a constant speed in the direction of the x-axis
of F and if the unit basis vectors in each frame are the same, then the Galilean
transformation should be replaced with

t v =X 0 o) /¢

’ C 1

Tl=-ry oy 00T where v = . (7.17)
y/ 0 0 1 0 Y 1 v?

z o o o 1)\ )

We sometimes write v(v) to indicate the dependence of « on the magnitude of the
velocity. In general, a Lorentz transformation is any change of coordinates from
(t,z,y,2) to (t',2’,y,2’) that consists of compositions of transformations in (7.17)
and rotations in the space variables.

Here are a few surprising consequences.
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e Contraction of length. Suppose that P, = (¢1,z1,y1, 21) and Po = (t2, T2, Y2, 22)
are two events in frame F with t; = ¢35, y1 = ys2, and z; = 2zo. Then the length
PP, is Az and Py P, is a segment along the direction of travel. Then (7.17)
implies that

Az’ =z — 2] = (yrg — vyty) — (yr1 — vyt1) = YA,

Then Az’ is the length between P; and Ps as seen in the frame F'. So while
an observer in frame F’ sees as a segment of length Lo = Ax’, the observer
in frame F will it see as having length

Az’ 2

Az 5 2

e Loss of simultaneity. Consider the same two points as above. In frame F they
are simultaneous because t; = to. However,

At =ty —t) = <7t2 — Z—ng) — (’ytl — Z—le) = —%Aw.

Thus, an observer in frame F’ does not view P; and P, as occurring simulta-
neously.

e We do also note that if P, and P> were events with only a difference in their
y coordinates, with the relative motion still along the z-axis, then Ay’ =
Ay. Hence, there is no observed contraction of length perpendicular to the
direction of motion.

e Finally, the formulas for the Lorentz transformation imply that no particle
can move faster than the speed of light c.

Though distances and time intervals are not preserved across inertial frames,
the Minkowski line element given by

(As)? ' —2(A1)? + (Az)? + (Ay)? + (Az)? (7.18)

is preserved by any Lorentz transformation. Consequently, the postulates of special
relativity require us to jettison the assumption that time and space coordinates are
independent of each other. This perspective leads to the mental model of spacetime.
A point in this spacetime is called an event and we use coordinates (¢, x,y, z) with
respect to some frame.

Scaling the right-hand side of (7.18) by any factor still gives us a quantity that
is preserved by Lorentz transformations. The choice of signs reflects the fact that
if At =0 in some frame, then As is precisely the usual distance between points in
that frame. The proper time interval AT between two events in spacetime is

1

(A7) € —(A8)? = S(A(A1)? — (M)’ — (Ay)” — (A2)).



7.2. Special Relativity; Pseudo-Riemannian Manifolds

325

spacelike

Figure 7.6: Light cone.

In this context, it is not as natural to talk about the “trajectory” of a particle,
since this term usually assumes that the space variables are expressed as a function
of time. In contrast, we can still model the motion of a particle by parametric
equations Z(\) = (¢(A), z(N),y(A), z(A)) for some parameter .

Definition 7.2.1. If a particle has the property that for all A in some interval
[A1, A2], the particle exists in space time at #()\), then the image of this curve is
called the world line of the particle.

If we wish A to carry some sense of moving forward in time, we simply impose
the assumption that dt/d\ > 0. Then the rate of change dr/d\ of the particle’s
proper time with respect to \ satisfies

dr\* _(dt\ 1 (de\® 1 (dy\® 1 (d2\?
d\ —\d\ c2 \ d\ c2 \ d\ c2 \ d\ ’

Using chain rules so that da/dX\ = (da/dt)(dt/d)\) and simplifying by dt/dX, we get

() () () (2))

So if in a frame F a particle has a velocity vector function of #(¢), then

v2 dt
dr = \/1—0—2dt and E:’y(v). (7.19)
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The quantity dr is the proper time differential and the function

T= /0)\ dr (7.20)

is called the proper time of the particle traveling on its world line.

Proper time plays a central role in the theory of relativity since it is the same for
all inertial observers, i.e., unchanged by any Lorentz transformation. Furthermore,
this reminds us of the habit in elementary differential geometry to consider the
parametrization of a curve by arclength: since (7.20) defines a function 7(\) such
that d7/dX\ > 0 so an inverse A(7) exists; using this function we can reparametrize
a particle’s world line by proper time. The proper time function defined in (7.20)
also emphasizes that the proper time between two events is the time ticked off by
a clock which actually passes through both events.[50]

Suppose we have two events with a given Minkowski metric As? between them.
They are called

o timelike separated if As? < 0. This means that Ar2 > 0. Clearly, for two
timelike separated events time must have elapsed. Also, since a particle cannot
travel faster than the speed of light, any two events on the world line of a
particle must be timelike separated. From another perspective, two events
are called timelike separated if a particle can travel between them (without
moving faster than the speed of light).

e lightlike separated if As®> = 0. Only a particle traveling in a straight line at
the speed of light can connect two lightlike separated events.

o spacelike separated if As? > 0. No particle can have a world line that connects
two spacelike separated events. [60, Section 2.2]

The light cone based at an event P is the set of all events that are lightlike separated
from P. Figure 7.6 shows the light cone for the origin, though we can only display
the variables (t, z,y).

7.2.2  Minkowski Spacetime

Euclidean geometry takes place in the inner product space (R™,-), where the inner
product is the dot product. In Chapter 4 we considered properties of vector spaces
equipped with other bilinear forms. In particular, in Example 4.3.12 we already
saw the following space.

Definition 7.2.2. We define (n + 1)-Minkowski spacetime as a real vector space

with coordinates (z%,z!,...,2") equipped with the bilinear form 7 defined by

7’] = nijdxi ® de
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with coefficients
noo =—1, miy=1ifi>0, ny=0ifi#j.

The bilinear form 7 is called the Minkowski metric. We denote the Minkowski
spacetime by R™!.

For simplicity of notation, we will write @ - b instead of 7(, b).
This vector space is suited for special relativity because we can set

(20, 2%, 22, 2%) = (ct, z,y, 2). (7.21)

Then under this coordinate change, the Minkowski line element in (7.18) corre-
sponds to

n(a, d), where @ = Ay

Az

We can think of the difference between the (, z,y, ) coordinates and the (z°, 2*, 22, x

coordinates as a change of units, so that in the (z%) system the speed of light is 1.

On the other hand, because of the centrality of the speed of light, especially since
we postulate that it is the same for every observer, we might as well use a system
of units in which it is 1. Many people are familiar with the light-year: applied to
time a light-year is a usual year and when applied to distance, it means the distance
traveled by light in a year. Or we could use the unit of meter: when applied to
time, 1 m of time refers to how long it takes for light to travel 1 meter. Since in the
SI (international system) ¢ = 3 x 10%m/s, the conversion between a meter of time

and a second of time is 1

T3x108”

This convention of units is common among specialists in general relativity but is
not universal throughout other branches of physics. Consequently, this text refrains
from using this convention of units. So when applying Minkowski space to special
relativity, we continue to assume z° = ct. (In doing so, we hope that specialists will
not be put off and that non-specialists will not be confused.)

In Example 4.3.12, we determined the automorphisms of the Minkowski metric.
When ¢ = 1, we had found precisely the format of Lorentz transformations as
in (7.17), except that in (4.26) we had found a few possible differences of signs
in g = 1 and e5 = £1. These signs do not appear in (7.17). Consequently,
the allowed transformations between inertial frames in special relativity, namely
Lorentz transformations, correspond to the restricted Lorentz transformation group
discussed in Example 4.3.12. Over Minkowski space, this group of transformations
plays a parallel role to the group of direct isometries in Euclidean geometry.

An inner product space, defined in Definition 4.2.11, generalizes the Euclidean
space of R™ equipped with the dot product. All the geometry of angles, lengths,

1m
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volumes that we can define in Euclidean space have identical definitions in any
inner product space. Sylvester’s Law of Inertia (Theorem 4.2.14) affirms that for
any symmetric bilinear form, the signature is independent of the basis. Hence, we
can generalize the notion of the Minkowski spacetime to the following.

Definition 7.2.3. A vector space V of dimension n+ 1 is called a Minkowski space
if it is equipped with a bilinear form (, ) that has signature (1,n,0) or (n,1,0).

From the perspective of bilinear forms, the difference between an inner product
space and a Minkowski space appears minor. However, as we already saw in the
previous subsection, there are significant differences between the geometry of an
inner product space and a Minkowski space. Most notably, for a vector v € V, it
is not always true that (v,v) > 0 or that (v,v) = 0 implies that v = 0. In an inner
product space we define the length of a vector as y/(v,v) but this notion of length
does not exist in the same way. Instead, just as when we discussed the difference
between timelike, lightlike and spacelike separated points above, in any Minkowski
space, there are regions in which (v, v) is positive, 0, or negative. If we do define
distances, we must do so differently in each of these regions.

For applications to special relativity, we usually use a Minkowski space with
signature (n,1,0). However, the difference between the geometry of vector spaces
with bilinear forms of signature (1,n,0) versus (n,1,0) is immaterial, mostly a
matter of terms.

The concept of a light cone from special relativity inspires the following defini-
tion.

Definition 7.2.4. Let (V,(, )) be a Minkowski space. The null cone is the collec-
tion of points ¥ = (2%, 2',...,2™) T such that (Z, %) = 0.

In an arbitrary Minkowski space, the null cone is a generalized cone with apex
at the origin in that for all Z in the null cone, A% is also in the cone. The null cone
separates the space into components in which (Z,Z) > 0 or (Z,Z) < 0. In special
relativity, we called these regions spacelike and timelike separated.

7.2.3 Physical Quantities in Special Relativity

Let #(\) be a parametric curve that traces out the world line of a particle. We
define the four-velocity of the particle as the vector

dz ( dt dx dy dz)

U=—= c%’%’%’% (722)

dr
This vector is tangent to the world line.

In the geometry of curves in Euclidean space, the derivative dZ/ds, where s is
the arclength parameter, is the unit tangent vector. This is geometrically signifi-
cant since the arclength function is independent of any regular reparametrization
and independent of the position and orientation of the curve in space. Similarly,
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the four-velocity is a vector whose identity is independent of the observer’s frame.
However, its components will change between frames by the corresponding Lorentz
transformation.

We point out that

I dt\? [dz\? [dy\® [dz\?

. _ — 2 — R — JR—
v C(m) *(w) +<m> *(m)
e + dj 2 + d7y 2 + dZ 2 ﬂ 2

¢ dt dt dt dr

O

= —CQ.

The four-momentum vector is defined as
7=mU, (7.23)

where m is the rest mass of the particle. In a frame F, the components of the
four-momentum vector are

P’ Efc
1
Pt | mdx/dt
[p_]]'— - p2 - mdy/dt )
p? mdz/dt

(7.24)

where E = pc is the energy of the particle in the frame F and (p, p?,p?) are the
components of its spatial momentum.

The four-acceleration is

dU
a=—. 7.25

dr ( )
Since U - U is constant, then @ - U=0.

Special relativity requires careful study to develop an effective intuition. This
text has not provided any of the historical developments or experimental results that
support this theory. We refer the reader to [24, 21, 42], each offering a comprehensive

treatment of the subject.

7.2.4 Pseudo-Riemannian Manifolds

The definition of a Riemannian manifold arose from assuming a smooth manifold
came equipped with an inner product on every tangent space, that varied smoothly
across the manifold. The usefulness of Minkowski space for special relativity illus-
trates that an inner product is not always what we might want for certain applica-
tions. This inspires the following definition.
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Definition 7.2.5. A pseudo-Riemannian metric on a smooth manifold M is a
symmetric tensor field g of type (0,2) on M that is nondegenerate at every point.
The pair (M, g) is called a pseudo-Reimannian manifold.

In more detail, g is a global section of Sym? TM* such that at each point p €
M, we can have g,(X,Y) = 0 for all Y € T,M if and only if X = 0 in T, M.
This definition is looser than that of a Riemannian manifold since it has removed
the positive-definite condition of inner products. Some authors refer to g on a
pseudo-Riemannian manifold as a metric, whereas other authors prefer the term
pseudometric to emphasize that g is not positive definite.

From Sylvester’s Law of Inertia (Theorem 4.2.14), the signature of a symmetric
bilinear form on a vector space is independent of the basis. More can be said for
pseudo-Riemannian manifolds.

Proposition 7.2.6. Let (M, g) be a pseudo-Riemannian manifold. Then on every
connected component of M, the signature of g is the same.

Proof. Recall that if (, ) is a symmetric bilinear form on a vector space V of di-
mension n, then (, ) is nondegenerate if and only if the signature (s, ¢,r) has r = 0.
This condition is also equivalent to the coefficient matrix of (, ) with respect to
some basis having a nonzero determinant.

For each p € M, we consider the symmetric bilinear form g,. By definition,
g: M — Sym? TM* is a continuous function. The coefficients of the characteristic
polynomial of a matrix are polynomials, and therefore continuous, in the entries of
a matrix. By the Spectral Theorem, since the bilinear form g, is symmetric, its
matrix with respect to any basis is diagonalizable and all its eigenvalues are real.
Consequently, we can order the eigenvalues of g, as functions A1 (p) > Aa(p) > -+ >
An(p). Tt is a well known result that the zeros of a polynomial vary continuously with
the coefficients, even over C. [38, p.3]. Hence, the eigenvalue functions A\, : M — R
are continuous.

However, det(gp) = Ai(p)A2(p)--- An(p) is continuous and never 0. Hence,
Ai(p) # 0 for all p € M. From the proof of (Theorem 4.2.14), in the signature
(s,t,r), the value s represents the number of eigenvalues that are positive, while ¢
represents the number of eigenvalues that are negative. Since the eigenvalue func-
tions are continuous and never 0, the number of eigenvalues that are positive and
the number that are negative stays constant over any connected component. O

Definition 7.2.7. The signature of a pseudo-Riemannian manifold is the pair (s, t)
of (M, g), where (s,t,0) is the signature of g, for each p € M.

As we will see in Section 7.5, the theory of general relativity requires a model
of space that is not flat but nonetheless behaves locally like Minkowski spacetime.
Gravitational effects will cause the Lorentz metric to vary through space. A pseudo-
Riemannian manifold of signature (3,1) models this well.
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A review of the proof of the Levi-Civita Theorem shows that the proof only
used the symmetry and the nondegenerate (invertibility of the (g;;) matrix) aspect
of the metric. Consequently, the following holds.

Theorem 7.2.8. The Levi-Civita Theorem, Theorem 6.2.11, also holds for pseudo-
Riemannian manifolds. The coefficients for the Levi-Civita connection are also
given by the Christoffel symbols defined in Proposition 6.2.183.

Despite this theorem, a few relevant changes arise in the following contexts:
e We can no longer define the length of a tangent vector if g,(V, V) < 0.

e We cannot define the arclength of a curve v if g (»)(7'(0),7'(0)) < 0 for some
oel.

e We might not be able to define the volume of a region R of M.

Despite these possible obstructions, the equations for geodesics still satisfy the exis-
tence and uniqueness properties of Theorem 6.3.12. Furthermore, like Proposition
6.3.13, geodesics on pseudo-Riemannian manifolds have a constant (v'(o),7'(0)).
Thus, geodesics come in three categories depending on the sign of (y/(0),v/(0)) =
97" ()7 (o).

In the context of a Minkowski spacetime R?!, where the metric g has signature
(3,1), we say that a geodesic is

e a timelike geodesic if g(v'(c),7 (c)) < 0;
e a null geodesic if g(v' (o), (o)) = 0;

e a spacelike geodesic if g(+'(o),7' (o)) > 0.

PROBLEMS

7.2.1. Use the interpretation of the four-momentum in (7.24) to recover the energy-
momentum relation E2 = m2c* + p202.

7.2.2. Action for a Relativistic Point Particle. The action of a free (no external forces)
non-relativistic particle traveling between t = t1 and ¢t = 2 is simply

ta 1 ta 1 -
S:/ fmvzdt:/ med—x
\ 2 . 2 lae

and thus the Lagrangian is L =T = %mv? To give a relativistic formulation for
the action of a free particle, let us first assume we are in the context of a Minkowski
space with coordinates described in Equation (7.21). We must describe the action
in a way that is invariant under a Lorentz transformation. Therefore, we cannot
directly use the particle velocity since the velocity is not a Lorentz invariant. This
exercise seeks to justify the definition of the action of a relativistic point particle
with rest mass of mo as

2
dt,

S = —mcz/ dr, (7.26)
P
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where we integrate over a world line P of the particle. According to (7.19), the
action in (7.26) has an associated Lagrangian of

L=—-mc*\/1-—. (7.27)

(a) Calculate the 6th-order Taylor expansion of v/1 — z2, and show that the
quadratic approximation to L is
1
L2~ —md+ vaQ. (7.28)
(b) Using Equation (7.27), show that the generalized momentum vector 7 and
the Hamiltonian H satisfy
2
7 L and H=_7¢
v? v?
(This formula for H conforms with the formula [24, (1-16)] for the total
energy of a free relativistic particle.)

7.2.3. Let (M, g) be a four-dimensional manifold with a Lorentzian metric that over a
particular coordinate system (¢,x,y, z) has the matrix

E—g%* 0 0 gt

B 0 1 0 0

i = 0 01 0
gt 00 1

Show that the geodesics that have the initial condition (x,y, z,t) = (0,0, 0,0) when
s = 0 satisfy
r = at, y = bt, and z:f%gt2+ct.
Use this to give a physical interpretation of this metric.
7.2.4. Let M be a pseudo-Riemannian manifold of dimension 3 with the line element
1
1— Ar2

where we assume 2 < 1/A. Show that the null geodesics satisfy the relationship

ds® = —dt* + dr? + r?do?,

(%)2 =21 - M) (O — 1),

where C is a constant. Use the substitution u = 1/r? to solve this differential
equation, and show that the solutions are ellipses if we interpret r» and 6 as the
usual polar coordinates.

7.2.5. Let g > 0 be a positive constant. Let M be a pseudo-Riemannian manifold of
dimension 4 that has a line element of
1

—ds® = (1 — 2gz)dt? — ———
57 = (1 —2gx) =29z

dz® — dy2 - sz,

Show that the curve defined by (1 — 2gz)cosh?®(gt) = 1, y = z = 0 is a geodesic
passing through the origin.
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Figure 7.7: Stereographic projection from a hyperboloid.

7.2.6. Determine the geodesics in a pseudo-Riemannian manifold that has the line element
metric

ds® = —zdt® + édmz + dy2 +d2°.

7.2.7. Consider a Lorentzian metric given by ds® = —dt* + f(t)?dz?, where f(t) is any
smooth function of ¢. Show that the Einstein tensor is identically 0.

7.2.8. Let H% be the upper half of the two-sheeted hyperboloid in R"*!, defined by
() 4+ 4 (@) = (") = R? and "' > 0.

Equip H% with the metric g = i*n, where i : H% — R™" is the inclusion map and
1 is the Minkowski metric expressed as

n= (d$1)2 4 (dmn)Z _ (d$n+1)2.

Define the manifold B as the n-dimensional open ball in the z"! = 0 hyperplane
of R™! with center at the origin and radius R. Equip B% with the metric § defined
in Problem 6.1.12, namely

§= __ARY ((dz")? + -+ + (dz™)?)
(R? — [[z[]*)?
We define the stereographic projection 7 : Hy — By such that 7(p) = g is the
unique point in B% on the line segment Sp, where S = (0,0,...,0, —R). Figure 7.7
depicts this projection for n = 2.
R

(a) Prove that W(ccl, R mn»l"nﬂ) = R+ g+l

(z',...,z").

2 2 2
(b) For u € B%: C R™, show that 7! (u) = ( 2Ru_ RUR" [l )>

B2 —ull?” B2 — [ul?
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(c) Show that (771)*g = g.

(d) Deduce that (Hg,g) is a Riemannian manifold (even though the metric is
a pull-back from a pseudo-Riemannian metric) and that 7 is an isometry
between Riemannian manifolds.

7.3 Electromagnetism
7.3.1 Maxwell’s Equations

The goal of this section is to summarize the dynamics of a charged particle moving
under the influence of an electric field E and a magnetic field B, both of which are
time and space dependent. In no way does this brief section attempt to encapsulate
all of the theory of electromagnetism. Rather we show how to pass from a classical
formulation of a few of the basic laws of electromagnetism to a modern formulation
that uses Minkowski metrics and the language of forms. (Note: all formulas in this
section use CGS units, i.e., centimeters-grams-seconds units. In this system, force is
measured in dyne, energy in erg, electric charge in esu, electric potential in statvolt,
and the magnetic field strength in gauss.)

The mathematical theory relies on the model (based on experiment) that point
charges exist, i.e., particles of negligible size with charge. For example, the electron
and the proton fit this bill. In contrast, magnetic monopoles — point-like particles
with a magnetic charge — do not (appear to) exist. The observation of a single mag-
netic monopole would change the rest of the theory (by adding an extra magnetic
charge density and magnetic current) but even this “would not alter the fact that in
matter as we know it, the only sources of the magnetic field are electric currents.”
[46, p. 405]

Coulomb’s law of electrostatic force states that the force between two point
charges is inversely proportional to the square of the distance between them, namely,

P 192, (7.29)

where ¢ and g2 are the respective charges of the particles, r is the distance between
them, and 7 is the unit vector pointing from the location of the point charge 1 to
the point charge 2. One then considers systems of charges, modeled by a charge
density p(zx,y, z), acting on a point particle with charge g. The electric field of a
charged system is the vector field E(m, Y, z) = %ﬁ where F is the force the system
would exert on a particle of charge ¢ at position (x,y, z). It is calculated by

! o S
E = /// p(:c’,y’,z')(( @-vy—y,z=7) do' dy' dz',  (7.30)
R3

P (=) (= 2

If the charge density p depends on time ¢ as well, the E is a time dependent vector
field E(z,y,z,t). An application of Gauss’s Theorem from vector calculus gives
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Gauss’s Law for electrostatics, i.e.,
div E = 47p, (7.31)

where the divergence is only taken in the space variables.
Consider the following function defined in terms of the charge density p:

p(a: y', 2 t) 3 g
p(z,y,2,t) // dx’ dy' dz'. 7.32
N CETIE e A CETE (7:32)

By taking the gradient with respect to the space variables (z,y, z) passing under
the integral, we see that

E=—Vo. (7.33)

This shows that E is a conservative vector field. The function @ is called the electric
potential. The potential energy of the electric force field acting on a particle with
charge ¢ is V = qp. If the system of electrical charges is moving, then E, p, and p
are also functions of time, but (7.30) and (7.33) still hold with the caveat that the
integration and the gradient only involve the space variables.

A system of time-dependent current density also induces what are called elec-
trical currents. The current density is the vector field J that at each point (z,y, 2)
measures the direction of the current and how much current is passing per area and
per time. A direct application of Gauss’s Theorem from vector calculus gives

divJ = -2L. (7.34)

At the heart of electromagnetism lies an interdependence between magnetic
fields and electric fields. A charged particle that is moving in the presence of a
current experiences a force perpendicular to its velocity. That force acting on the
particle is called the magnetic force. The magnetic field of a system of charges is
the field B defined implicitly by

7 x B). (7.35)

This overall effect on a particle with charge ¢ is called the electromagnetic force.
It is no longer conservative due to the presence of ¢. Nonetheless, we define the
magnetic vector potential A by

Az, y, 2 // J( LAY REA) dx’ dy' dz’. (7.36)
r /(2 =22+ (y —y)2 + (2 — )2

Furthermore, Faraday discovered that not only does a time-dependent distribu-
tion of charge induce a magnetic field, a variable magnetic field similarly affects
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the electric field. The relationship between the electric and magnetic fields can be
summarized by two separate sets of equations: Faraday’s law for potential, i.e.,

- 104 .

Fo_ v, 104 BoVxA .
Ve ey V x A, (7.37)
and the celebrated Maxwell’s equations, i.e.,
V- E = 4, V- -B=0,
- - 10B - - 10E 4rm - (7.38)
E = —— Q= B = —— —dJ.
VX c ot’ Vv X c Ot + c 7

Maxwell’s equations stand as a crowning achievement in electromagnetism. They
encapsulate the interdependent phenomena of induction and the static source of the
various fields. Furthermore, solving the equations for empty space (i.e., p = 0 and
J= 6) leads to an interpretation of light as an electromagnetic wave.

Hidden in Maxwell’s equations lie relativistic effects. If a charged particle travels
fast (a non-trivial fraction of the speed of light), then due to relativistic effects, its
electric field appears distorted to a stationary observer. Lorentz transformations
in (7.17) describe how the electric and magnetic fields look different in different
moving frames of reference.

7.3.2 Covariant Formula of Electromagnetism

Having developed considerable analytical machinery in the previous chapters, we
are in a position to reformulate the theory of electromagnetism in a more concise
way. We work in a four-dimensional Minkowski spacetime, which means we use the
pseudometric g = 7, as defined in Section 7.2.2. As before, we label the coordinates
asx’=ct, z' =z, 22 =y, and 23 = 2.

Define the 4-vector potential A as the covector (1-form) with components

Ai = (=, Ay, Az, A3). (7.39)

We call the electromagnetic tensor F the 2-form
F ==Y Eida®Ada'+ ) Bi(kda')
i=1 i=1

= —F1da® Adz' — Eyda® A da® — Bz da® A da®
+ By dz® A dz® — By dat A da® + Bsdat A da?,

where by * we mean the Hodge star operator acting only on the space variables. If
we exhibit the components of F in an antisymmetric matrix, we write

0 —-FE, —Ey —Ej
Ei 0 By —DBy
Ey, -B; 0 B
Es By —-By 0

F,, = (7.40)
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(As always, we use the convention that in F},,, the index p corresponds to the row
and v corresponds to the column of the representing matrix.) In Problem 5.4.7, we
showed that Faraday’s law for potential from Equation (7.37) can be expressed as

Fop = 0adAp — 03A,. (7.41)

Example 4.5.9 showed that a collection of component functions defined this way in
terms of a covariant field A does define a tensor field of type (0,2).

We also define the 4-current vector by J = (cp,J, J%, J3), where p is the
charge density and (J!,J?%,J3) = J is the classic current density vector. Using
the Minkowski metric 7, recall that by F*? we mean the raising-indices operation
FoP = nowpfvE,, and similarly for the lowering operation J, = 7,5J°. Recall
that we write J° for the covector associated to J. In coordinates, we have

0 E FE, Ej
~E, 0 By —Bs
~FEy -B; 0 B
~F3 By -B; 0

Fob — and Jo = (—cp, J*, T2, J3).

With this setup, it is not hard to show that Maxwell’s equations can be written in

tensor form as
47

D FP = 716, and £*%7°(9, F,5) = 0, (7.42)

where the last equation holds for all 6 = 0,1,2,3. The second equation in (7.42)
can be written equivalently as

P19, Fog) = 0y Fup + 00 Fpy + 0 Fya = 0. (7.43)

Using 4-vectors, one can describe the potential between the current 4-vector and
the potential 4-vector. First, we define the D’Alembertian operator as

A
O=cs+s5+55

g Tor  @or (7.44)

We point out that the D’ Alembertian is equivalent to the Laplacian in the (2°, 2!, 22, 23)

with the Minkowski metric. Since 2° = ct, we have

o _19

0z0  cot
So V = (1/c¢dy, 8y, 0y, 05). The Laplacian is V2 = V - V so
o2 o2 52 52

V= _3(1,0)2 + d(x1)? + d(x2)? + d(x3)?

Since 8/92° = 18/0t, we see that the D’Alembertian operator is the same as the
Laplacian for this context.
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Applying Equation (7.34) to Equations (7.36) and (7.32), one can show that
V-A= —10¢/0t. Thus, taking the divergence of E expressed in Equation (7.37),
we obtain

Op = —4mp. (7.45)

Using similar calculations, we can also show that

4
OA; = —%Ji for i = 1,2, 3. (7.46)

7.3.3 Electromagnetism Expressed in Differential Forms

Much of the reformulation of Faraday’s and Maxwell’s equations in the previous
paragraphs can be expressed in even simpler terms using differential forms. We still
work under the assumption that we work in Minkowski space R*!. Faraday’s law,
expressed classically as (7.37) and in covariant components in 7.41, simply means

dA =F. (7.47)

Interestingly enough, this formula does not refer to any metric but simply claims
that the electromagnetic tensor F is an exact 2-form.

Since F is exact, it is also closed with dF = 0. This property again has nothing
to do with a metric. It is easy to check that it corresponds to the second and third
Maxwell equations in (7.38). In Section 6.2.5, we mentioned the divergence operator
on any tensor field over a Riemannian manifold. In order to take the divergence
on a covariant index, we first need to raise that index. If we take the divergence
operator of F in the first index, by (6.25) in components it is

(9 Fjp).i = " Fjpu,

where we are using the covariant derivative associated to the Levi-Civita connection.
It is straightforward to prove that Maxwell’s first and fourth equations are equivalent

4
to div F = —J°. Hence, we can write Maxwell’s equations as
c

4
divF = %Jb and dF = 0. (7.48)

This formulation of Faraday’s equation and Maxwell’s equations lends itself to
generalization from Minkowski space to a pseudo-Riemannian manifold of signature
(3,1). In fact, dF = 0 follows immediately from F = dA but the divergence operator
in the first equation in the above pair depends on the metric of the manifold.

PROBLEMS

7.3.1. Suppose we are in R®!, and let F be the standard reference frame. Suppose that

another frame F' keeps the z-, y-, and z-axes in the same orientation but has an
origin O that travels at velocity v along the x-axis of 7. Let E and B be joint
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7.3.2.
7.3.3.

7.3.4.

7.3.5.

7.3.6.

electric and magnetic force fields with coordinates (E1, E2, E3) and (B, B2, B3)
as observed in F. Use the electromagnetic tensor from Equation (7.40) and the
coordinate transformation described in (7.17) to show that in F’ the components
of the same vector fields are observed as having the components

Ey = B, Ey = ~y(E> — 8Bs), E3 = ~y(Es + 8Bs),

! ! ! (7‘49)
B, = By, By = ~(B2 + BE3), B3 = (B3 — BE2).

(This result conforms to standard results of special relativistic effects in electro-
magnetism. [46, (58) Chap. 6].)

Show that (7.42) is equivalent to (7.38).

Let f be a smooth function defined over the Minkowski space R*!. As always, set

2° =ct, ' =z, °> =y, and 2® = 2. Prove that

d(x(df)) = cOfdt Adx ANdy A dz.

Suppose we are in Minkowski spacetime.

a rove that 5 aB = 5|2 — || B||2. Conclude that ||E||? — ||B is pre-

p hat F**Fap = ||E||® — ||B||*. Conclude that || E||* — || B|?
served under any Lorentz transformation.

(b) Prove that —in:;(xF)*n"Fy, = E - B. Conclude that E - B is preserved
under any Lorentz transformation.

Recall x as the Hodge star operator. Show that in Minkowski spacetime with the
metric 7, the operator xdx is the same as the divergence operator div over the first
index. Conclude that Maxwell’s equations equations can be expressed as

dF =0
7.50
wdw F =T g (7.50)
C

Let M be any pseudo-Riemannian manifold. Consider the operation that consists
of the compositions xd * d.

(a) Show that xd * d is an R-linear operator Q¥ (M) — Q¥ (M) for k < dim M.

(b) Let MR™ be a standard Euclidean space. Recalling that Q°(M) = C>(M),
show that for any smooth function f,

*xdx df = V*f,

where V? is the usual Laplacian V? = a(ii?)z +-+ %~

(¢) Suppose we are in Minkowski space. Show that 00 = xd % d, and conclude
that Equations (7.45) and (7.46) can be summarized by

wdwdA = T3
C
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7.3.7. In [60, (5.38)], the author states that “the full action for the electrically charged
point particle is”

S = —moc/ dr + g/ A, dz", (7.51)
P cJp

where dr is given by (7.19) and A, are the components of the potential covec-
tor given in Equation (7.39). Suppose a charged particle travels along a path
(@' (), 2*(1), 2°(1)).

(a) Write the action in Equation (7.51) as an integral of time ¢ alone.

(b) Determine the Lagrangian for this system, and write down Lagrange’s equa-
tions of motion.

(¢) Write down Hamilton’s equations of motion.

7.4 Geometric Concepts in String Theory

What is generically understood in physics as string theory is a collection of theories
called superstring theories. The name of these models derives from the fact that
in many of the first proposed theories, elementary particles were viewed as strings.
Since then, theories have been formulated in terms of points or surfaces. The string
can be either open on the ends or be a closed loop. For theoretical reasons, the length
of the strings should be on the order of the Planck length, £p = 1.6162 x 1073% m.
This size is so small as to render it impossible to directly observe the string structure
with present technology or, so it would seem, with technology that will be available
in the near future. In this model, observed properties of the particle, such as mass
or electric charge, arise as specific properties of the vibration of the string.

A string in common day occurence is made of some material like thread or
wire. One could ask what these strings are made of, i.e., what is the nature of
the “thread.” This type of question is, however, vacuous because the string is not
made up of any constituent parts. One should rather think of the particle-wave
duality that drew considerable debate during the inception of quantum mechanics.
In this duality, under different circumstances, a particle would exhibit behavior like
a billiard ball while in other circumstances it would display a wave-like behavior.
While some physicists discussed the fundamental nature of particles, many simply
emphasized the fact that growing experimental evidence supported the probability
wave function model, without worrying about the ontology.

As a refinement to the Standard Model of quantum mechanics, string theory
bears a similar duality in that one thinks of the particle as having a string nature as
well as a probability wave nature. The space of the “state” functions (i.e., functions
that describe the state of the particle) is the same, but there are more operators
than in the point-particle theory. In practice, instead of debating the nature of the
string, the theories work out mathematical consequences of this formulation in the
hope that the resulting theory agrees with experimental observations and unifies
without irreparable inconsistencies with previously established theories.
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Figure 7.8: The world sheet of a (nonrelativistic) closed string.

Our goal in this section is to introduce a few of the geometric notions that un-
derlie the relativistic dynamics of a string. Issues of quantization of these dynamics
exceed the scope of this book.

We first consider the nonrelativistic dynamics of a string of length L in Euclidean
R™. If the string is open, we can pick an end of the string and use the arclength
parameter to locate a point on the string. If it is closed, we pick a specific point on
the string and locate other points on the string using the same arclength parameter.
The position of the string in space at time ¢ is described by a smooth function
X :[0,L] x R — R™, where X(s,t) is the location of the point of position s on the
string at time t. Therefore, while the trajectory of a classic particle is described by
a curve in R", the “trajectory” of a string is a surface (see Figure 7.8). In keeping
with the terminology of “world line” for a relativistic point particle, the surface S
is called the world sheet of the string.

To study the dynamics of a relativistic string, we must work in the context of
a Lorentzian spacetime. (This can be curved or flat and can have any number of
space dimensions but only one time dimension. In other words, the pseudometric
on the space has index 1.) As always, the coordinates in the spacetime are z# =
(20, 2%, -+, 2%), with d being the number of space dimensions and 2° = ct.

One can no longer parametrize the world sheet S with the time parameter ¢ since
20 = ct is one of the coordinates in the target space. Nonetheless, the world sheet
requires two parameters, say &' and 2. Furthermore, we can no longer give the
same definition of the domain of X as in the nonrelativistic description of moving
strings. One refers to the domain of X as the parameter space for the world sheet.

Now we encounter something new in Lorentzian spacetime that we never en-
countered in the study of Riemannian manifolds. The world sheet S must be such
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that at each point there exists at least one spacelike tangent vector and at least one
timelike tangent vector (recall Section 7.2.4 for the definitions). It is not hard to
see the need for a spacelike tangent vector. Any point in time corresponds to a slice
of 2. Intersecting such a slice with S gives the locus of the string at a given time.
Any point on the string in this slice will have a tangent vector that is a spacelike
vector. On the other hand, if there did not exist a timelike tangent vector at some
point on S, one would interpret that as that point not having any evolution through
time. This is not a physical situation. Hence, at each point P of S, the tangent
space has both a timelike direction and a spacelike direction. This is the criterion
for motion of the string.

If g is the pseudo-Riemannian metric of the spacetime target space, then the
induced metric g on the tangent bundle T'S is defined by

5 =955 5 )

The criterion of motion for the string is equivalent to g having index 1 at all points

of S.

Proposition 7.4.1. Let X (&1, £2) be a parametrization for a surface S in Lorentzian
space with metric g such that at each point of S, X has at least one nontrivial space-
like tangent vector and at least one nontrivial timelike vector. Then

det(g;;) = det (g(aX 8X))

at all points of S.
Proof. Let p be a point on S, and let V(«) be the vector in T,,S defined by

0X 0X
V(a) = cosa—— +sina

a¢! ¢
for a € [0, 27]. Then

2 _ 2 0X 0X . 0X 0X 9 0X 0X
IV (a)||* = cos 049(851,851)+281nacosag(a£17a€2)+sm ag(aigz’aig)

= cos? a 11 + 2sinacos o §ia + sin® o §ao. (7.53)

The property of tangent vectors of being timelike or spacelike is independent of the
length or sign of the vector. Thus, for some a1, there exists a vector V(o) such
that ||V (a1)||* < 0, and for some ay there exists a V(az) such that ||V (az)||? > 0.
Furthermore, ||V (a; + 7)||?> = ||V (c;)||>. Hence, since |V («)||? changes sign twice
over a € [0, 7], it must have at least two distinct roots. Therefore, Equation (7.53)
leads to quadratic equations in tan « or cot . Either way, according to the quadratic
formula, the equation for tan « or for cot o has two distinct roots if and only if

G35 — G11022 > 0.

The proposition follows immediately. O
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It is customary to parametrize S with two variables labeled ¢ and 7 defined
in such a way that for all points in the parameter space, 0X /00 is a spacelike
tangent vector and 90X /07 is a timelike tangent vector. The parameters o and 7 no
longer directly represent position along the string or time, respectively. One could
say that ¢ and 7 approximately represent position and time along the world sheet.
In fact, with the sole exception of the endpoints, when considering the motion of
open strings, one cannot know the movement of individual points on the string. In
general, o ranges over a finite interval [0, 1], while 7 ranges over all of R.

The derivatives 0X/9c and 9X/07 occur often enough that it is common to use
the symbols X’ and X for them, respectively. In components, we write

oxH oxXH

X' = d Xr= .
o an or

The area element of the world sheet in this Lorentzian space is defined as

dA = /= det = \Jg(X, X')? — (X, X)g(X", X"). (7.54)

We finish this section by briefly discussing the Nambu-Goto action for a free
relativistic string and the resulting equations of motion for the string.

Definition 7.4.2. Let g = (, ) be a pseudometric of signature (1,1). The Nambu-
Goto action of the string is defined as

e T T T2 o1 _
Sd:f_?o//dA —?0/ / /—det g do dr
S T1 0
T T2 o1 - -
_70/ / \/<X’X/>2_||X||2HX/H2dO’dT7 (7.55)
¢ Jn 0

where T is called the string tension and c is the speed of light.

Before proceeding, we must give some justification for this definition. First of
all, it mimics the action for a free relativistic particle given in (7.26). The difference
is that instead of defining the action as a multiple of the length of the path in the
ambient Minkowski space, we define it as a multiple of the area of the world-sheet.
Furthermore, this action is obviously invariant under reparametrization since the
area is a geometrical quantity.

As a more convincing argument, we consider a classical vibrating string of length
£. Using Figure 7.9 as a guide, we model the motion of the string by a function
y(z,t) that measures the deviation of the string from rest at horizontal position
x and at time . If the string has constant density po and tension Tg, then the
differential equation of motion for a string with small deviations is

%y
Mo a2

0%y

—1,2 Y
0 92
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Figure 7.9: A vibrating string.

The fraction p9/Tp has the units of time? /length? and is in fact equal to 1/¢?, where
c is the speed of propagation of the wave. It is not hard to reason that at any point
in time ¢, the total kinetic energy of the string is

r= [ g(G)

and that the total potential energy is

V:/Of;To(gg)de.

Thus the Lagrangian of the system is

‘
1 y 1 0y 2
L= [ uo(%) ) —sTo(52) do. 7.56
/0 at) 2 %\oz) (7.56)
The integrand of Equation (7.56) is called the Lagrangian density and is denoted
by L. Tt is explicitly a function of dy/dt and dy/0x. The action of the system for

te [tl,tg] is
=t dy oy
= /tl /0 5“0(5) §T0(a ) du dt. (7.57)

Now assume that we are in a Minkowski space R™? with the flat pseudometric
—ds? = —(dz®)? + (dx')? + (dx?)?, where 2° = ct, 2! =z, and 2% = y. After some
manipulation, we can rewrite that string action as

(G )t s

—

The motion of the string can be parametrized in R2 by f(z%, 2!) = (2°, 21, y(2°, 21)).
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With the inner product induced by this metric, the area element becomes
(5 N - (25 25 ) = - (B + (2
=130~ () + () )

Adjusting for 20 = ct, the Lagrangian associated to Equation (7.58) differs from
the linear approximation to the Nambu-Goto action

[ G (G )

by
¢
—TO/ ldaxt = —Tol = —pglc® = —mc?.
0

Similar to the linear approximation to the Lagrangian for the free relativistic parti-
cle in Equation (7.28), this difference is precisely the negative of the rest energy mc?
of the string. Since this is a constant, it leaves the Euler-Lagrange equations un-
changed. This shows how the classic Lagrangian of a wave is a linear approximation
for the Lagrangian associated to the Nambu-Goto action.

We now wish to obtain the equations of motion associated to the Nambu-Goto
action. The Lagrangian density in Equation (7.55) is

. T . .
LIXH,XM) = —*O\/<X7X’>2 — [ X2 [ X7 (7.59)
(&

This is an explicit function of the eight variables X’# and X* for w=0,1,23.
Hamilton’s principle states that the system will evolve in such a way as to minimize
the action. According to a generalization of the Euler-Lagrange Theorem in the
calculus of variations (see Problem 7.4.2), the Nambu-Goto action is minimized if
and only if the X*(s,t) satisfy

L)+ () =

do \oX'n dr\gxnr/)

for all u. These are the equations of motion for a relativistic string, whether open
or closed. More explicitly, the equations of motion read

9 [ X X9 XY — | XPg X" ) | 0 [ (X, X9 X" — IIX' P90 X
T\ VX - X ) T\ xR e

(7.60)
for p =0,1,2,3. At first glance, these equations are incredibly complicated. They
involve a system of four second-order partial differential equations of four functions
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each in two variables. A remarkable fact among the basic results of string theory
is that it is possible to solve Equation (7.60) once one makes a suitable choice of o
and 7.

Using the notion of generalized momenta defined in Equation (7.6), we define
two momenta densities P’ and P7 that are cotangent vectors on the world sheet
with components

def _E <X7X/>QMVXV - HX”QQIWXW

’PU
H c s - 5
L x02 — X e o
pr et To (X, X)) g X" — || X9y X '
/7 .

c 5 -
\/<X7X’>2 — I X112 [ X7]?
(One should note that in this case the superscript ¢ and 7 in Py and P are not

indices but are parameter indicators.) Then the equations of motion read

6735 377;
Oo or

= 0. (7.62)

This is all we will say about the underlying geometry in string theory. String
theory extends well beyond the scope of this book, and we encourage the reader to
consult [60] for an artful and accessible introduction to the subject.

PROBLEMS

7.4.1. Show that at some point on the world-sheet of a string, if the point moves at the
speed of light, there is no timelike direction.

7.4.2. Use the methods of calculus of variations provided for the proof of Theorem B.3.1
to prove the following result. Let z'(s,t),...,2"(s,t) be n twice-differentiable
functions in two variables. Denote derivatives by 2" = dx’/ds and &' = da’/dL.
Suppose that a function f is given explicitly in terms of z*,z’*, 4", s, and t. Show
that the integral

t2 s2
1 /1 /1 .1 .
/ / flx oo 2™ 2,2 a . 2" s, t)dsdt
t1 s1

is optimized when

H () -G -

dt

foralli=1,...,n.

7.4.3. Consider a free relativistic string with o-length o1. The Hamiltonian for the system

1S a1 .
H = / Py X" — L do.
0

(a) Recover the equations of motion as in Equation (7.62) from Hamilton’s equa-
tions of motion.

(b) Show that H vanishes identically for all 7.
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. . . N . >’L
(¢) Let £ be as in Equation (7.59). Consider the matrix with entries —————.
OXHOXY
Show that this matrix has two 0 eigenvalues, with eigenvectors X and X'.

Deduce the following conditions on the momentum P7:

ix/(PT) =P, X" =0,
T T2 VT T T2 v
IP7I* + C%IIX’IF = 9" PIPl + g 9w X X" = 0.

7.4.4. Show that according to the relativistic string equations of motion, the endpoints
of an open string move with the speed of light.

7.4.5. Consider a relativistic string in Minkowski space R%' but only consider the history
of the string in the real space. We parametrize this history as X (o, 7). (We use the
vector superscript to indicate vectors in the Euclidean R part of the spacetime.)
Define s(o) to be the length of the string along [0, o], so that s(0) = 0 and s(o1) is
the length of the string. Also set t = 7.

0X . .
(a) Prove that —— is a unit vector.

Js

- . 0X .
(b) Define the vector ¥/, as the component of the velocity vector v that is
perpendicular to the string. Thus,

L 9X 90X 9X\9X
L‘E_(E'K)E’

where we use the usual dot product. Prove that one can write the Nambu-
Goto string action as

t2 proi 2
S:fTO/ / 95 1 - "L do at
4, Jo do c

7.4.6. (*) The Nambu-Goto Bubble Action. Suppose that instead of considering particles
as strings, we model them as bubbles. Then a world sheet S is given by a function
X (0,5, 7) into a pseudo-Riemannian manifold M with signature (2, 1).

(a) Explain why it still makes sense to define the action of the free motion of
the relativistic bubble for 7 < 7 < 75 by

S = —E/// \/—det gop do do dr,
¢ s

where Tp is now a surface tension and g is the metric induced from M on S.

(b) Write down the equations of motion associated to this action.
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Figure 7.10: Stress tensor: an area element in a continuous medium.

7.5 Brief Introduction to General Relativity

As with the previous sections, the reader might consider it outlandish that we only
allow one section to discuss general relativity. General relativity is a vast subject
with contributions from a host of scientists and mathematicians, and it stands
alongside quantum mechanics as one of the most revolutionary ideas in physics of
the 20th century.

On the other hand, most textbooks on general relativity take a considerable
amount of time to develop the techniques of analysis on manifolds, in particu-
lar, pseudo-Riemannian manifolds. However, these are precisely the mathematical
methods we have developed in the previous chapters, so we are in a position to
introduce some differential geometric concepts in general relativity as applications.

From the perspective of mathematical structures, general relativity builds on
special relativity. The postulates of special relativity brought us to the notion of
spacetime, which is a Minkowski space R%!. In general relativity, we will want
to consider our space as locally Minkowski, meaning that each tangent space is a
Minkowski space. Hence, we model the universe as a pseudo-Riemannian manifold
with signature (3,1). More importantly, the Einstein field equations propose a
relationship between the presence of energy and the curvature of this spacetime
manifold.

7.5.1 Stress-Energy Tensor

In the mechanics of elastic media, one encounters the concept of a stress tensor,
which is a tensor-valued function defined at each point within the body or medium.
Suppose the body is in equilibrium but subject to external forces and/or body forces
(i.e., forces that act through the whole body). Then there must exist internal forces.
Let @ be a point, 7 a vector based at ), and consider the area element AA that
is in the plane perpendicular to 7 and has area equal to ||7Z|| (see Figure 7.10). Let
AF be the overall internal forces distributed over the area element AA. The stress
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vector through the area element AA is the vector

- . AF
() = Al}xrgo A4 (7.63)
It is not hard to show that the function T'(7) is a linear function.[56, Section 10.6]
Thus the stress tensor with respect to an orthogonal basis B based at the point @
is the matrix o such that

T(it) = o] 5
Consider now a small rectangular parallelepiped with sides parallel to the coordinate
planes. The stress acts on each face as depicted in Figure 7.11. Then the columns

of o are given by

Minimal assumptions that are logical for physics (angular momentum in a medium
cannot grow to be infinite at a point) imply that the stress tensor ¢ is symmetric.

As a simple example, in an ideal fluid, the stress on any small area element
is composed only of pressure, and there is no shearing force. Consequently, the
stress tensor is 0 = PI, where P is the pressure and I is the 3 x 3 identity matrix.
(This restates the claim given in calculus texts on the applications of integration
to hydrostatics when one says that “at any point in a liquid the pressure is the
same in all directions.”[55, p. 576]) The stress tensor arises also in the dynamics of
viscous fluids where it is no longer necessarily diagonal. The stress tensor at a point
“may be a function of the density and temperature, of the relative positions and
velocities of elements near [the point], and perhaps also the previous history of the
medium.”[56, p. 434] This characterization describes the stress tensor as a function
of many ambient quantities, but the reference to “relative positions” indicates that
the stress tensor need not be diagonal.

Einstein’s equation in general relativity involves the so-called stress-energy ten-
sor. This tensor is different from the stress tensor but is based on the same concept.
We assume that we are in a Minkowski space with metric g of signature (3,1).

As in special relativity, the four-velocity of a particle on a world line P parame-
trized by & is the tangent vector along P given by

- d¥
U=—, 7.64
dr ( )
where, the proper time 7 of an object along its world line is given in (7.20). From
the theory of special relativity, by (7.22), the four-velocity is

U = (U°,UY,U%,U%) = (¢, Y0z, Y0y, Y0s), (7.65)
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T'(e3)

x/\y T(€1)

Figure 7.11: Action of stress on an infinitesimal coordinate cube.

where v = (1 — v?/c¢?)~Y/2? and @ = (dx/dt,dy/dt,dz/dt). In (7.23), we defined the
momentum 4-vector of a particle of rest mass m by p = mu. Equally useful is the
four-momentum covector given by

p=7. (7.66)

In special relativity where the metric g = 7 is the standard Minkowski metric, the
components of the momentum covector are

E
(Pos p1,p2,13) = (C,pm,py,pz> ; (7.67)

where (pg, py,p.) = moy(v',v%,v?) is the relativistic 3-vector momentum.

Underlying the assumptions that define the stress-energy tensor, we assume that
“spacetime contains a flowing river of 4-momentum”[41, p.130]. Any mass that is
moving or anything with energy contributes to the 4-momentum. We could think of
an individual particle, in which case the 4-momentum would only be defined on the
particle’s world line, or we could consider a system of many particles carrying this
4-momentum. In the latter case, we should think of the 4-momentum as a covector
field on the spacetime manifold M, that is, as a 1-form.

Let n be any 1-form on M. Then at each point @ € M, ng is perpendicular
(using g = (, ) at @) to a three-dimensional subspace of T M. This subspace can
be spanned by vectors Ag, Bg, and Cg such that

nQ (u) = —Volg(u, AQ, BQ, CQ), (7.68)

where on the right-hand side we mean the 4-volume (with respect to g) of the
4-parallelepiped spanned by u, Ag, Bg,Cqg € ToM. Then the 3-volume of the 3-
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parallelepiped Ag, Bg,Cg is the length |n||. In this way, every 1-form represents
a volume element in R*.

We define the stress-energy tensor T of type (2,0) by T(p,n) being the flux of
the momentum covector p across a volume element represented by n. At each point
Q € M, we have

T(p7 1’1) = <p7 n>g- (769)

Over any coordinate chart (%), the components of T are
TP = T(dz®, dz”)

to represent that flux of unit four-momentum in direction dz® across a volume-
element of constant 5.

The stress-energy tensor T is also called the energy-momentum tensor because
it contains information pertaining to the momentum flowing through space and
the presence of static or moving energy in space. The name “stress-energy tensor”
is commonly used since it is modeled off the stress tensor in mechanics of elastic
media.

The following gives a summary of the information included in the stress-energy
tensor. Assuming j, k > 0,

T% = density of energy (including mass), (7.70)
T79 = jth component of the momentum density, (7.71)
T = kth component of the energy flux, (7.72)
T9*% = (j, k)th component of the momentum stress (7.73)

= kth component of the flux of the jth component of momentum.

The notion of fluz in this context refers to a similar limit as in Equation (7.63) but
in the situation where one is concerned with the movement of something (energy,
fluid momentum, heat,...) through the infinitessimal area element dA. In fact,
with this particular concept of flux, one can define the stress-energy tensor in short
by saying that T%7 is the kth component of the flux of the jth component of the
4-momentum.

We now state two facts about the stress-energy tensor that we do not fully justify
here.

Proposition 7.5.1. The (contravariant) stress-energy tensor T is symmetric.

The symmetry in the components 1 < 4,57 < 3 follows from the same physical
reasoning for why the stress tensor in fluid dynamics is symmetric.

Proposition 7.5.2 (Einstein’s Conservation Law). The conservation of energy is
equivalent to the identity
divT = To‘_ﬁ =0.
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Proof Sketch. Suppose that energy is conserved in a certain region of M. In other
words, though energy and mass may move around, no energy or mass is created or
annihilated in M. Then given any four-dimensional submanifold V with boundary
dV, the total flux of 4-momentum passing through 9V must be 0. We can restate

this as
// T-dv® =0,
oV

where dV(®) is the 3-volume element with direction along the outward-pointing
normal vector to 9V. (We can view this as a volume 1-form.) By the product - we
mean the contraction of T with the volume 1-form element dV (). Stokes’ Theorem
applied to pseudo-Riemannian manifolds gives

/// didev<4>=// T.-dV® = 0.
v A%

Since this is true for all V as described above, using a limiting argument similar
to that used to show Gauss’ Law that div E = 0 for an electric field, a limiting
argument establishes div'T = 0 everywhere. O

Example 7.5.3 (Perfect Fluid Stress-Energy Tensor). A perfect fluid is a fluid in
which the pressure p is the same in any direction. The fluid must be free of heat
conduction and viscosity and any process that can cause internal sheers. Using the
interpretation of T from Equations (7.70)(7.73), we see that T7% = 0 if j # k and
0 < j, k. Furthermore, since the pressure is the same in all directions, 79/ = p for
j = 1,2,3. For components involving j = 0 or k& = 0, we first have T° = p, the
energy density. This quantity includes mass density but also other types of energy
such as compression energy. For the remaining off diagonal terms 7% = T7°, these
are 0 because of the assumption that there is no heat conduction in the perfect
fluid. Thus, the stress-energy tensor has components

p 0 0 0
0 p 00

=, g p 0 (7.74)
000 p

If we suppose that an observer is in the Lorentz frame that is at rest with respect
to the movement of the fluid, then the velocity has components u® = (1,0,0,0).
With respect to the Minkowski metric 1, we can write (7.74) as

7% = (p+ puu’ + py*’.
We can rewrite this in a coordinate-free way in any metric as
T=pg ' +(+pucmu, (7.75)

where we have written g=! for the contravariant tensor of type (2,0) associated to
the metric tensor g.



7.5. Brief Introduction to General Relativity

353

Example 7.5.4 (Electromagnetic Stress-Energy Tensor). Directly using the inter-
pretation of T given in Equations (7.70)—(7.73) and results from electromagnetism,
which we do not recreate here, one can determine the components of the stress-
energy tensor for the electromagnetic field in free space. If F*¥ are the components
of the electromagnetic field tensor, then

1 1

T8 — ” (Fa”gMUFBV - 4ga5FWFW) in SI units (7.76)
1 1

= (F““g,“,FB” — 49“'8F“”F,“,> in CGS units (7.77)

where p1o = 47 x 1077 N/A™? is a constant sometimes called the vacuum perme-
ability.

As the context requires, we may need the stress-energy tensor to be of type (2,0)
as defined, of type (1,1) or of type (0,2). To pass between any of these, we raise or
lower the indices as needed using the metric.

7.5.2 Einstein Field Equations

The Einstein field equations (EFE) are the heart of general relativity. They stem
from the juxtaposition of the two following principles:

1. Every aspect of gravity is a description of the spacetime geometry.
2. Mass (energy) is the source of gravity.

The metric tensor g encapsulates all the information about the geometry of
the spacetime. The metric g has the associated Levi-Civita connection V, the
Riemann curvature tensor R of type (1,3), the Ricci curvature tensor Re, and
the scalar curvature function R, defined in Chapter 6. (Note: In math texts on
Riemannian geometry, one often denotes by S the scalar curvature while texts on
general relativity invariably denote it by R. Using the bold font R to indicate the
curvature tensor alleviates any confusion between the scalar and tensor curvature.)

On the other hand, the stress-energy tensor describes the spacetime content
of mass-energy. In fact, any observer with 4-velocity U measures the density of
mass-energy as

p=u-T u="Tysu"u’.

In order to put together the two above principles, we should be able to write
the tensor T exclusively in terms of the components of the metric tensor g. The
conservation of energy states that div T = 0. Also, if T is to serve as a measure
of the curvature of spacetime, we propose that it should explicitly involve only
components of R and of g (no derivatives of any of these terms) and it should be
linear in the components of R. It turns out that under these restrictions, there are
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only a few options for a geometric description of T. In Problem 7.5.2, we show that
for purely mathematical reasons, these constraints impose that

1
Tap=C (Raﬁ — 5fgas + Agaﬁ> : (7.78)

where R,p are the components of the Ricci curvature tensor, R is the scalar curva-
ture, and A and C' are real constants. This leads to Einstein’s field equations.

Let G be the Einstein curvature tensor described in Definition 6.5.4. General
relativity is summarized in this following equation. The presence of mass-energy
deforms spacetime according to

G+ Ag= %T in SI units, (7.79)

A
where G = 6.67 x 10~ m3s~2kg ™! is the gravity constant and A is the cosmological
constant. If we assume that empty (devoid of energy) spacetime is flat, then

G

G= o

T. (7.80)

Equation (7.80) is called collectively the Finstein field equations (EFE), and the
formulas in (7.79) are the Einstein field equations with cosmological constant. These
equations are as important in astrophysics as Newton’s second law of motion is in
classic mechanics. Though we do not give the calculation here, the constant 87G//c*,
called Einstein’s constant is chosen so that (1) when the gravitational field is weak
and (2) velocities are small compare to the speed of light, the theory reduces to the
Newtonian theory of gravitation in approximation.

In Equation (2) of Einstein’s original paper on general relativity [19], Einstein
made the assumption that G vanishes when spacetime is empty of mass-energy.
This corresponds to the mathematical assumption that A = 0. However, Equation
(7.80) predicts a dynamic universe. This result did not appeal to Einstein and,
at the time, there existed no astronomical evidence to support this. In 1917, he
introduced the constant A because it allows for a static universe. Physically, A #£ 0
would imply the presence of an otherwise unexplained force that counteracts gravity
or a sort of negative pressure.

When Hubble discovered that the universe is expanding, the cosmological con-
stant no longer appeared to be necessary and many physicists did away with it. In
fact, in his autobiography, George Gamow relays that Einstein told Gamow that
he considered the introduction of the cosmological constant as “the biggest blunder
of my life.” [26] However, the possibility of a small nonzero A has resurfaced and
regularly enters into the conversations around the current most vexing problems
in physics, namely, the nature of dark energy and the effort to unify gravity and
quantum mechanics.

We should note the Einstein field equations (EFE) are very complicated. Finding
a solution to the EFE means finding the metric tensor g that satisfies (7.80), which
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consists of 10 second-order, nonlinear, partial differential equations of 10 functions
9ij (20,21, 22, 2%), with 0 < i < j < 3. Then, determining the trajectory of a particle
or of radiation amounts to determining the geodesics in this metric. Surprisingly,
under some circumstances, especially scenarios that involve a high level of symmetry,
it is possible to provide an exact solution.

Whole books have been written about consequences of solutions to (7.80) or
(7.79) that deviate from Newtonian mechanics. After the introduction of general
relativity, some scientists balked at such mathematical complexity. Yet experiment
has repeatedly confirmed predictions in favor of general relativity over Newtonian
mechanics. The approach taken here to justify the Einstein field equations cited
mathematical esthetics, the condition of being divergence-free, and linear in the
components of the curvature tensor R. During the 20th century, scientists arrived
at (7.79) from other, more physical principles. Of note, in [36], Lovelock showed
that the Einstein field equations arise as the unique second-order equations that can
follow from the Euler-Lagrange equations of a Lagrange density involving g;; and its
derivatives up to second order. Furthermore, there exist natural generalizations to
Einstein’s theory of general relativity. However, any theory that can unify gravity
and quantum mechanics should be able to derive (7.79) as an approximation.

7.5.3 Schwarzschild Metric

We finish this section with one of the earliest proven consequences of general rel-
ativity, i.e., the Schwarzschild metric which is an exact solution to Einstein’s field
equations. Instead of simply showing that the Schwarzschild metric satisfies EFE,
we show how the metric was discovered.

One of the main contexts in which one can expect to see the effects of general
relativity against Newtonian mechanics is in the context of astronomy. The simplest
dynamical problem in astronomy involves calculating the orbit of a single planet
around the sun. One can hope that the EFE for the effect of the sun on the space
around it will become simple under the following two assumptions (approximations):

1. The sun is a spherically symmetric distribution of mass-energy density.
2. Outside of the sun, the stress-energy tensor should vanish.

The spherical symmetry implies that the components of the metric tensor should be
given as functions of 2% and r alone, where 2 = (z1)% 4 (2?)2 + (2®)2. Since we are
looking only for solutions outside the sun, we are looking for solutions in a vacuum.
Thus T = 0, from which we deduce that G = 0. Thus, Trg G = 0. However,

Trg G = Trg <Rc;Rg) :Rf%R-élsz,

where this follows from (6.56) and the fact that Trg g = dim M = 4. Thus, R =0
and the fact that G = 0 implies that we are looking for spherically symmetric
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solutions to the equation
R.5 =0. (7.81)

Since we are looking for solutions in a vacuum, it seems as though we have lost
information, but, as we shall see, that is not the case.

The following derivation follows the treatment in [54]. We leave some of the
details as exercises for the reader.

A judicious choice of coordinates and a few coordinate transformations will
simplify the problem. We first start with the coordinates

(i‘07x1’x27:1}3) = ('i‘ova 97 So)v

where ¥ = ct for some timelike variable ¢, 72 = (21)? + (2?)? + (2®)? and where 0
and ¢ are given in the physics style of defining spherical coordinates, i.e., so that ¢ is
the longitudinal angle and 6 is the latitude angle measured down from a “positive”
vertical direction. We know that the standard line element in spherical coordinates
is

ds® = di? + 72dh* + 72 sin? Odp?.

Though we are not working with the Euclidean metric, spherical symmetry does
imply that the metric tensor in the space coordinates is orthogonal and that no
perpendicular direction to the radial direction is singled out. Thus, the metric
tensor has the form

900(5527 T) 901(5027 7)  go2(2°,7) 9o3(z°,7)
| 910(@°, 7)) g11(2°,7) 0 0
98 = | ga0(7°,7) 0 f(@0,7)? 0 ’ (7.82)
g30(2°,7) 0 0 f(z°,7)%sin” 6

where f is any smooth function. We actually have some choice on 8 and ¢ because
they are usually given in reference to some preferred z-axis and z-axis. We choose
6 and ¢ (which may change over time with respect to some fixed Cartesian frame)
so that gog = g30 = 0, and then the metric looks like

900(532, 7) 901(3507 T) 0 0
gio(ZV,7) gu(x°,T 0 0
Jap = 10(0 ) 11(0 ) f(EO’F)2 0 (783)
0 0 0 f(z°,7)2sin® 0

We make the coordinate transformation r = f(z°,7) and all the other coordinates
remain the same. In this coordinate system, the metric looks like

goo(fgy 7) 901(5337 r) 0 0
_ [ 910(@°7) gu(z”,r) 0 0
as = | 91002 ®r) o0 (7.3)
0 0 0 7r2%sin%0
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Finally, we can orthogonalize the metric tensor by a suitable coordinate transfor-
mation of #° = ¢t = h(z°,r), with r staying fixed (see Problem 7.5.4). Since we
know that the metric has signature (3,1), we can write the metric in the coordinate
system (2%, 7,0, ) as

—er(@r) 0 0
0 M) 0
aff — s 7.85
Job 0 0 2 0 (7.85)
0 0 0 7r2%sin%0

where A and v are smooth functions. The metric in Equation (7.85) is an orthogonal
metric that is spherically symmetric in the space variables.

Using the notation @ = du/0x° and v’ = du/Or, we can show (see Problem 7.5.5)
that the independent nonzero Christoffel symbols for the Levi-Civita connection are

1 1 1, 1

F80 = 51/7 F81 = 51/7 1—‘91 = 5)\€A_V, F(l)o = §U/€V_)\, (786)
1; 1 _ . —

Loy = o Iy = TRE I3, =-re*, Tiy=-rsin®fe?, (7.87)
1 1

F%Q = ;7 FL’Q’,S = —sinf cos 9, F:133 = ;, Fg?) = cot 6. (788)

Though it is a little long to calculate (see Problem 7.5.6), we then determine that
the only nonzero components of the Ricci tensor are

P A G 0 ’L'>_§_E A
Foo = ¢ (2 1 4 ") T2 Ty
A
301—1‘1’10—;,
A, IS U VRN GRS CR (7.89)
Ru=—5 -+ (G T )
RQQ = —€7>\(1 + g(V/ — )\/)) + 1,

R33 = sin2 0 RQQ.

Since we are trying to solve R,g = 0, we obtain conditions on the functions A
and v. Since Rg; = 0, we deduce immediately that A= 0, which means that A is a
function of r alone. Also, since dRq2/0t = 0, we find that dv'/dt = 0. Therefore,
we can write the function v as

v= () + ()

for some function f(t).
We now make one final coordinate change. In the metric line element, ¢ appears
only in the summand e”d(z°)? = e*(Me/(d(ct)?. So by choosing the variable # in
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such a way that -
it _ w2

e
dt
and then renaming # to just ¢, we obtain a metric which is independent of any
timelike variable. (The variable ¢, relabeled as ¢, is not necessarily time anymore so
we cannot necessarily call a solution with ¢ = 0 as a solution static.)
We can now assume there is no ¢t dependence. Simplifying the expression Ryy +

e’ *Ry; leads to

1
~(N+v)=0.
SOV

This implies that A(r) = —v(r)+C for some constant C. Without loss of generality,
we can assume that C' = 0 since we have not specified A or v. Thus, we set
A(r) = —v(r). Then Ry = 0 in (7.89) implies that

e M1—rN)=1.

Now setting h(r) = e=*") this last equation becomes
h 1
'+ = =-.
ror

This is a linear, first-order, ordinary, differential equation whose general solution is
h(r)=e M =1 =,

where M is a constant of integration. One can verify directly that Ry; = Rgp = 0
in Equation (7.89) are satisfied by this solution and therefore give no additional
conditions. Therefore, the spherically symmetric vacuum solution to the EFE gives
a metric with line element

-1
ds® = — <1 - 2‘1‘\4) dt? + (1 - 21”) dr® 4+ r2d6* + r?sin” de®.  (7.90)
This is called the Schwarzschild metric. This metric provided the first exact solution
to the Einstein field equations. Though it is still complicated, this metric can be
compared in fundamental importance to the solution in mechanics to the differential
equations d?Z/dt?> = —mg. Many of the verifiable predictions of general relativity
arise from this metric.

In order to understand (7.90), we need to have some sense of the meaning of the
constant M. Obviously, if M = 0, then the Schwarzschild metric is simply the flat
Minkowski metric for spacetime.

To derive an interpretation for M # 0, we study some consequences of (7.90)
for small velocities. If the velocity v is much smaller than the speed of light, i.e.,
v < ¢, then special relativity tells us that proper time is approximately coordinate
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time 7 = t = 2°/c. Furthermore, from (7.65) we can approximate the velocity of
any particle as U = (¢, 0,0,0). Plugging these into the geodesic equation

¥

Pot L, doiadt
dr2 — R dr dr’

we obtain the approximate relationship

RO ) 2 10900

P i e (7.91)
where the second equality follows from the formula for Christoffel symbols and the
fact that the functions g;; are not 20 dependent. However, since g is diagonal and

goo depends only on 7, we find that the only nonzero derivative is

w3 ()R- -0

a2 = 2 r ) or r /) r2 r

We must compare this to the formula for gravitational attraction in Newtonian

mechanics, namely,

d27° o GMS

a2 2
where Mg is the mass of the attracting body (and G is the gravitational constant).
Thus, we find as a first approximation that the constant of integration M is

GM

5 -

M = (7.92)

c
Hence, M is a constant multiple of the mass of the attracting body. The constant
2M has the dimensions of length, and one calls r¢ = 2M the Schwarzschild radius.
The formula for it is

2G
re =g - Ms= (148 x 10~*" m/kg) Ms.

The Schwarzschild radius is 2.95km for the sun and 8.8 mm for the Earth. Evi-
dently, for spherically symmetric objects that one encounters in common experience,
the Schwarzschild radius is much smaller than the object’s actual radius. In fact, if
a spherically symmetric object has radius Rg and mass Mg, then

2G
rg < Rg <= CTMS < Rg.

A sphere with rg > Rg would need to have an enormous density. Furthermore,
this situation would seem to be physically impossible for the following reason. It is
understood that the Schwarzschild metric holds only in the vacuum outside of the
body (planet or star). However, if r¢ > Rg, then the Schwarzschild radius would
correspond to a sphere outside of the spherical body where the Schwarzschild metric
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has a singularity g1;7 = 1/0. For this reason, some physicists initially claimed this
to be a result of the successive approximations or simply a physically impossible
situation.

The history of science has occasionally shown that singularities in the equations
do not immediately imply that the scenario is impossible. The possibility of travel-
ing at the speed of sound was thought to be impossible because of the consequences
for the Doppler effect equation. Now, military jets regularly fly faster than the speed
of sound. Similarly, in recent decades, physicists regularly study objects considered
to be so dense that 2GMg/c?> > Rgs. Such objects are called black holes. For a
time, the existence of black holes remained in the realm of hypothesis, but now as-
tronomers are convinced they have observed many such objects, and astrophysicists
have worked out many of their dynamic properties.

PROBLEMS
7.5.1. Show that we can rephrase the explanation for Equation (7.68) by saying that for
any three vectors A, B, and C in Tp M,
(xnp)(4, B,C) = Volg(n}, A, B, C),

where Volg is the volume form with respect to the metric g.

7.5.2. Let L be a symmetric tensor of type (0,2) consisting of components that are con-
structible from those of R and T'g and are linear in the components of the Riemann
curvature tensor R.

(a) Show that L can only have the form
Lap = aRap +bRgap + Agas,

where R,s are the components of the Ricci curvature tensor, R is the scalar
curvature, and a, b, and X are real constants. [Hint: Consider Bianchi
identities.]

(b) Show that divL = 0 if and only if b = —a.
(¢) If g = n, the standard Minkowski metric, show that L = 0 if and only if
A=0.
7.5.3. Calculate the curvature tensor and the Ricci curvature tensor for the Schwarzschild
metric.

7.5.4. Find the “suitable” coordinate transformation h that allows one to pass from Equa-
tion (7.84) to Equation (7.85).

7.5.5. Prove that Equation (7.87) is correct.
7.5.6. Prove Equation (7.89).

7.5.7. Light Propagation in the Schwarzschild Metric. In the Schwarzschild metric, light
travels along the null-geodesics, i.e., where ds* = 0.

(a) Explain why setting § = 0 does not lose any generality to finding the null-
geodesics.
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(b)

(c)
(d)
(e)

r = Rg/sinyp

~ 19

Ry

Figure 7.12: Deviation of light near a massive body.

Prove that if one sets u = 1/r, then ds® = 0 implies that

2
j—; +u = 3Mu>. (7.93)

Deduce that in the vicinity of a black hole, light travels in a circle precisely
at the radius r = %rg.

Solve Equation (7.93) for M = 0. This corresponds to empty space (no mass
present). Call this solution uo(p).

Now look for general solutions u to Equation (7.93) by setting u = u1 + uo.
Then u1(p) must satisfy

d2u1+u _%SiHQ( — %0)
dep? "R =P

Solve this differential equation explicitly, and find the complete solution to
Equation (7.93).

In the complete solution, show that M = 0 (empty space) corresponds to
traveling along a straight line u = R%) sin(¢ — o), where Rp is the distance
from the line to the origin.

Show that the general solution to Equation (7.93) is asymptotically a line.

We now consider Eddington’s famous experiment to measure the deviation
of light by the sun. Consider a geodesic G in the Schwarzschild metric
that passes right alongside the sun, i.e., passes through the point r = Rg
and ¢ = 0. Define o as the limiting angle of deviation between the line
r = Rg/sin ¢ and the geodesic G (see Figure 7.12). The sun bends the light
away from the straight line by a total of 2p... Using (at a judicious point)
the approximation that sin ¢ 22 ¢, prove that the total deviation of light is

4G Ms
25000 B R562 ’

where Mg is the mass of the sun and Rg is the sun’s radius.
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7.5.8. Consider the metric with line element ds? = —e?**dt? + dz? + dy? + d2>.

(a) From the geodesic equation associated to this metric, show that at ev-
ery point in this spacetime, a free particle experiences an acceleration of
d*z/dr?® = —a.

(b) Show that the only nonzero Christoffel symbols for this metric are T'Yy =
I'S; =a and '}y = ae®*®.

(¢) Show that the only nonzero components of the (0,4) curvature tensor are
Ro101 and its permutations. Calculate Roi01.-

(d) Find the Ricci curvature tensor and notice that it is diagonal.



APPENDIX A

Point Set Topology

Though mathematicians, when developing a new area of mathematics, may define
and study any object as they choose, the “natural” notion of a surface in R3 requires
a rather intricate definition (Definition 3.1.1). Though at first somewhat unwieldy,
this definition and also the definition for a differentiable manifold are necessary to
appropriately generalize calculus and geometry to non-Euclidean spaces.

On the other hand, numerous concepts from geometry and calculus can be gen-
eralized not by formulating more constrained definitions but by expanding the con-
text in which we define these concepts. The first wider context presented in this
appendix is that of a metric space, a set equipped with some notion of distance.
Many concepts from Euclidean geometry, including continuity, have natural gen-
eralizations to metric spaces. As it turns out, many useful concepts for analysis,
like continuity, limit of sequences, or connectedness, arise in the yet more general
context of topological spaces, where instead of a distance function, we have a looser
notion of “nearness.”

Though topology is a vast branch of mathematics, this appendix presents just
the basic notions that support this book’s presentation of differential geometry. A
reader might encounter many of these concepts in a typical analysis course. We
refer the reader to [27] for a gentle but thorough introduction to point set topology
and to [43] and [2] for an introduction to topology that includes homology, the
fundamental group, algebraic topology, and the classification of surfaces.

A.1 Metric Spaces
A.1.1 Metric Spaces: Definition

A metric space is a set that comes with the notion of “distance” between two
points, where this distance function involves a few numerical conditions that mimic
geometry in Euclidean spaces.

Definition A.1.1. Let X be any set. A metric on X is a function D : X x X — R=°
such that
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1. equality: D(z,y) =0 if and only if z = y;

2. symmetry: D(z,y) = D(y,z) for all z,y € X;

3. triangle inequality: D(x,y) + D(y, 2) > D(x, z) for all z,y,z € X.
A pair (X, D) where X is a set with a metric D is called a metric space.

Example A.1.2 (Euclidean Spaces). The Euclidean space R™ is a metric space
where D is the usual Euclidean distance formula between two points, namely, if

P = (p17p27' .. 7pn) and Q = (Q17QQa <. '3Q7L)7 then

D(P,Q) =

Many notions in usual geometry (circles, parallelism, midpoint...) depend vitally
on this particular distance formula. Furthermore, if n = 1, this formula simplifies
to the usual distance formula on the real line R, namely,

To prove that (R™, D) is indeed a metric space, we must verify the three axioms
in Definition A.1.1. The first holds because

D(P7Q) =0+ Z(QZ _pi)2 = Oa
=1

which is equivalent to (¢; — p;)? = 0 for all 1 < i < n, and hence ¢; = p; for all
1 < i < n. The second obviously holds, and we prove the third axiom as follows.
The Cauchy-Schwarz inequality on the vectors I@ and Cﬁ gives

PG - QR < PG-QR| < ||PQ| | Q|

SO

n n

2> (g —pi)(ri — @) <2, D (@i —pi)2 | D_(ri — 0:)?

i=1 i=1 i=1

Using the property that 2ab = (a + b)? — a? — b* with a = ¢; — p; and b = r; — q;,
we get

S ri—p)? <2, (6 —pi)2 | D (ri—a)*+ > (@i —pi)* + D _(ri — @)’

i=1 =1 =1 i=1 i=1
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from which it follows that D(P,Q) + D(Q, R) > D(P, R).

Of course, the triangle inequality is used in Definition A.1.1 precisely because it
is one of the fundamental properties of the Euclidean distance function. However, we
needed to verify the triangle inequality based on the formula given for the Euclidean
metric, and the example illustrates what is required in order to establish the three
axioms.

Example A.1.3. There exists a variety of other metrics on Euclidean space, and we
illustrate a few of these alternate metrics for R2. Let P = (21, y1) and Q = (22, %2).
We leave to the reader the proofs that the following functions are metrics on R2:
Dl(PaQ) = ‘IQ - Zl?l‘ + |y2 - y1|a
D3(P,Q) = ¥/|wa — x1[P + y2 — 11]?,
Doo(PaQ) = max{|x2 - J?1|, |y2 - y1|}

Example A.1.4 (Six Degrees of Kevin Bacon). A humorous example of a metric
space is the set of syndicated actors A equipped with the function D defined as
follows. Consider the graph whose set of vertices is A and has an edge between
two actors a; and ag if they acted in a movie together. Define D(ay,as) as 0 if
a1 = az and, otherwise, as the minimum number of edges it takes to create a path
connecting a; and ag. The pair (A, D) is a metric space.

The party game called “Six Degrees of Kevin Bacon” asks players to find D(a1, a2)
given any pair (ag, az).

Having a notion of distance in a set, we may want to consider the subset of all
points that are within a certain distance of a fixed point.

Definition A.1.5. Let (X, D) be a metric space, and let p € X be a point. We
define the open ball of radius r around p as the set

B.(p) ={y € X|D(p,y) <r}.

The reader who is new to topology should note that the terminology “open ball”
might be initially misleading since the set B,.(p) only takes the shape of an actual
ball (disk, sphere, etc.) in the case of the Euclidean metric on R™.

Example A.1.6. Consider the metric D; from Example A.1.3 above, and let O =
(0,0). The ball of radius 1 around the origin O using the metric D; is the set

B1(0) = {(z,y) € R?||z] + |y < 1}.

Notice that the equation |z|+ |y| = 1 has a locus that is symmetric about the z-axis
and about the y-axis. So to determine its locus we only need to see what happens
in the first quadrant. In the first quadrant, the equation |z| 4+ |y| = 1 becomes
2 4y = 1, which is a line segment from (1,0) to (0,1). Thus, the open ball B;(O)
is the open square with corners at {(1,0), (0,1),(—1,0), (0, —1)}.
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| |
1 [—
a b

Figure A.1: Example A.1.7: a collar around f(x).

Example A.1.7. Metric spaces can encompass a much wider range than the above
examples have illustrated so far. Let X = C°([a,b]) be the set of continuous real
functions defined on the closed interval [a, b], or let X = Fyounded([@, b]) be the set
of all bounded functions on interval [a,b]. (A theorem of calculus tells us that any
function f continuous over [a, b] is bounded so C%([a,b]) C Fhounded([a, b]).) Define
the function D : X x X — R20 as

D(f,9) = lub{|g(z) — f(z)| : = € [a, 0]},

where lub refers to the least upper bound of a subset of reals.
The open ball of radius r around a function f is the set of all the functions
g € X such that |f(z) — g(x)| < r for all = € [a,b], or in other words,

flz)—r<g(x) < flx)+r for all = € [a, b].

In this context, we call the region f(z) —r < y < f(x) 4+ r with a < x < b the
r-collar of f(x). See Figure A.1.

Above, we introduced the notion of an open ball in any metric space. Though
this appendix introduces notions that primarily support an overview of point-set
topology, the notion of distance between two points allows us to generalize concepts
from geometry to any metric space (X,D). We list here below a few of these
concepts, which exist in any metric space but do not generalize further to topological
spaces.

e A point C € X is said to be between two points A and B if D(A,B) =
D(A,C) + D(C,B). When D is the Euclidean metric on R"™, this equality
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occurs for a degenerate triangle and only in the case when C' lies on the
segment AB. It is in this sense that this definition directly generalizes the
notion of betweenness from Euclidean geometry.

e The bisector of two points A and B is the set of points
{Pe X|D(P,A)=D(P,B)}.

This is the usual definition for the segment bisector in Euclidean geometry
but in other metric spaces this set may look quite different.

e If A,B € X and ¢ € R with 2¢ > D(A, B), then the set of points
{M e X|D(A,M)+ D(B,M) = 2¢}
is the ellipse with foci A and B and with half axis c.
o Let S C X be a subset. We define the diameter of S to be

diam S = lub{D(z,y) | z,y € S}.

e A subset S of X is called bounded if diam S < oco.

e Let S; and Sy be two subsets of the metric space X. Then the distance
between S and S5 is

D(S1,S52) = glb{D(z,y) |z € S1, y € Sa},

where glb is the greatest lower bound. The distance between a point xz € X
and a subset A C X is D({z}, A). We observe that this definition of distance
between subsets does not establish a metric on P(X), the set of subsets of X.
Indeed, for any two subsets S; and Sy in X such that S; # Ss and S1NS3 # 0,
the distance between them is D(S1,S2) = 0, and hence, even the first axiom
for metric spaces fails. However, in geometry, the notion of distance between
sets, especially disjoint sets, is quite useful.

A.1.2 Open and Closed Sets

In the study of real functions, we often use the notions of open intervals and closed
intervals. In this context, we simply say that a bounded interval is open if it does
not include its endpoints and closed if it includes both of them; a similar definition
is given for an unbounded interval. Then a subset of R is called open if it is a
disjoint union of open intervals. In contrast, in R™ or in a metric space, given the
wide range of possibilities for the shape of sets, we cannot legitimately talk about
endpoints, though we could attempt to make sense of the concept of “including its
boundary points.” Regardless, a different definition for openness and closedness is
required.
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Definition A.1.8. Let (X, D) be a metric space. A subset U C X is called open

if for all p € U there exists r > 0 such that the open ball B.(p) C U. A subset
def

F C X is called closed if the complement F'© = X — F'is open.

Intuitively, this definition states that a subset U of a metric space is called open
if around every point there is an open ball, perhaps with a small radius, that is
completely contained in U. Note that we may wish to consider more than one
metric at the same time on the same set X. In this case, we will refer to a D-open
set.

Proposition A.1.9. Let (X, D) be a metric space. Then
1. X and 0 are both open;

2. the intersection of any two open sets is open;

3. the union of any collection of open sets is open.

Proof. For part 1, if p € X, then any open ball satisfies B,.(p) C X. Also, since ()
is empty, the criteria for openness holds trivially for (.

To prove part 2, let U; and Uy be two open sets and let p € U; N Us. Since Uy
and U, are open, there exist r and 7 such that B, (p) C Uy and By, (p) C Us.
Take r = min(ry,re). Then B,(p) C By, (p) C Uy and B,(p) C B,,(p) C Us so
B,.(p) C Uy NUs,. Thus, U; NUs is open.

Finally, consider a collection of open sets U, where « is an index taken from
some indexing set I, which is not necessarily finite. Define

U=JUa.

acl

For any p € U, there exists some ag € I such that p € U,,. Since U,, is open, there
exists r such that B,.(p) C U,,, and thus, B,(p) C U. Consequently, U is open. [

Using Proposition A.1.9(2), it is easy to show that any intersection of a finite
number of open sets is again open. In contrast, part 3 states that the union of any
collection of open subsets of X is again open, regardless of whether this collection
is finite or not. This difference between unions and intersections of open sets is
not an insufficiency of this proposition but rather a fundamental aspect of open
sets in a metric space. In fact, as the following simple example shows, the infinite
intersection of open sets need not be open.

Example A.1.10. For each integer n > 1, consider the open intervals I,, = (O, 14
%), and define

n=1

Obviously, I,+1 € I, and so the intervals form a decreasing, nested chain. Since

=

lim,, 00 %L = 0, we expect S to contain (0, 1), but we must determine whether it
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Figure A.2: Example A.1.11. Figure A.3: Example A.1.12.

contains anything more. If » > 1, then if n is large enough so that % <r—1, we
have r ¢ I,. On the other hand, for all n € Z=1, % >0,s01 <1+ % Hence,
1 €I, for all n € Z2!, and thus, 1 € S. Thus, we conclude that S = (0,1]. This
shows that the infinite intersection of open sets need not be open.

Example A.1.11. As a more down-to-earth example, we wish to show that ac-
cording to this definition, the set S = {(z,y) € R? |0 <z < land 0 < y < 1} is
open in R? equipped with the Euclidean metric. Let p = (z0,%0) be a point in S.
Since p € S, we see that g > 0, 1 —xzg > 0, yg > 0, and 1 — yg > 0. Since the
closed distance from a point p to any line L is along a perpendicular to L, then the
closest distance between p and any of the lines x =0, z =1,y =0, and y = 1 is
min{zg, 1 — zg, yo, 1 — yo}. Consequently, if r is any positive real number such that

r < Il’lil’l{xo, 1- Z0o, Yo, 1- yO}?

then B,.(p) C S. (See Figure A.2.)

Example A.1.12. In contrast to the previous example, consider the set
T={(r,y) eER*|0<z<land0<y<1},

where again we assume R? is equipped with the Euclidean metric. The work in
Example A.1.11 shows that for any point p = (xg,y0), with 0 < 2y < 1 and
0 < yo < 1, there exists a positive radius r such that B,.(p) € S C T. Thus,
consider now points p € T' with coordinates (0, yo). For all positive r, the open ball
B, (p) contains the point (—r/2,yp), which is not in 7. Hence, no open ball centered
around points (0, yo) is contained in T, and hence T, is not open. (See Figure A.3.)

It is very common in proofs and definitions that rely on topology to refer to an
open set that contains a particular point. Here is the common terminology.



370

A. Point Set Topology

Definition A.1.13. Let p be a point in a metric space (X, D). An open neighbor-
hood (or simply neighborhood) of p is any open set of X that contains p.

Closed sets satisfy properties quite similar to those described in Proposition
A.1.9, with a slight but crucial difference.

Proposition A.1.14. Let (X, D) be a metric space. Then
1. X and 0 are both closed;

2. the union of any two closed sets is closed;

3. the intersection of any collection of closed sets is closed.

Because a set is defined as closed if its complement is open and because of
DeMorgan laws for sets, this proposition is actually a simple corollary of Proposition
A.1.9. Therefore, we leave the details of the proof to the reader.

Note that in any metric space, the whole set X and the empty set () are both
open and closed. Depending on the particular metric space, these are not necessarily
the only subsets of X that are both open and closed.

Proposition A.1.15. Let (X, D) be a metric space, and let x € X. The singleton
set {x} is a closed subset of X.

Proof. To prove that {«} is closed, we must prove that X — {z} is open. Let y be
a point in X — {z}. Since x # y, by the axioms of a metric space, D(z,y) > 0. Let
r= %D(m, y). The real number r is positive, and we consider the open ball B,.(y).
Since D(z,y) > r, then « ¢ B,(y), and hence, B,(y) C X — {«}. Hence, we have
shown that X — {«} is open and thus that {x} is closed. O

The notion of distance between sets provides an alternate characterization of
closed sets in metric spaces. Recall that for any subset A C X, x € A implies that
D(z,A) = 0. The following proposition shows that the converse holds precisely for
closed sets.

Proposition A.1.16. Let (X, D) be a metric space. A subset F is closed if and
only if D(z, F) =0 implies x € F.

Proof. Suppose first that F' is closed. If z ¢ F, then x € X — F, which is open,
so there exists an open ball B,.(z) around x contained entirely in X — F'. Hence,
the distance between any point a € F' and x is greater than the radius r» > 0, thus,
D(z, F) > 0, and in particular, D(x, F') # 0. Thus, D(z, F') = 0 implies that « € F.

We now prove the converse. Suppose that F' is a subset of X such that D(z, F) =
0 implies that x € F. Then for all x € X — F, we have D(x,F) > 0. Take the
positive number r = %D(l’,F), and consider the open ball B,.(z). Let p be any
point in F' and a any point in B,.(x). Form the triangle inequality

D(p,z) < D(p,a) + D(a,z) <= D(p,a) > D(p,x) — D(a,x).
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The least possible value for D(p,a) occurs when D(p,x) is the least possible and
when D(a, ) is the greatest possible, that is when D(p,z) = D(x, F) and D(a,x) =
r. Thus, we find that D(p,a) > r > 0. Hence, for all a € B, (x), we have D(F,a) > 0
and thus B,(z) N F = (. Therefore, B,(z) C X — F so X — F is open and F is
closed. O

Proposition A.1.16 indicates that given any subset A of a metric space X, one
can obtain a closed subset of X by adjoining all the points with 0 distance from A.
This motivates the following definition.

Definition A.1.17. Let (X, D) be a metric space, and let A C X be any subset.
Define the closure of A as

ClA={x € X|D(z,A) =0}.

Proposition A.1.18. Let (X, D) be a metric space and A any subset of X. Cl A
is the smallest closed set containing A. In other words,

ClA = ﬂ F.

ACF, F closed

Proof. (Left as an exercise for the reader. See Problem A.1.20.) O

A.13 Sequences

In standard calculus courses, one is introduced to the notion of a sequence of real
numbers along with issues of convergence and limits. The definition given in such
courses for when we say a sequence converges to a certain limit formalizes the idea
of all terms in the sequence ultimately coming arbitrarily close to the limit point.
Consequently, since limits formalize a concept about closeness and distance, the
natural and most general context for convergence and limits is in a metric space.

Definition A.1.19. Let (X, D) be a metric space and let {z, }n,en be a sequence
in X. The sequence {x,} is said to converge to the limit £ € X if for all ¢ € R>?
there exists N € N such that if n > N, then D(z,,¢) < € (i.e., x, € Be(¢)). If {z,,}
converges to £, then we write

lim z, = /£.

n—oo

Note that we can restate Definition A.1.19 to say that {x,,} converges to ¢ if for

all positive e € R”? only finitely many elements of the sequence {z,} are not in
the open ball B.(¥).

Example A.1.20. Consider the sequence {x,, },,>1 in R? given by z,, = (3, %—W’ f—_fl

We prove that {z,,} converges to (3,0,2). We know that as sequences of real num-
bers,

2
lim =0 and lim "

).
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Pick any positive . Choose Nj such that n > Nj implies that %ﬁ < %, and
choose Ny such that n > Ny implies that ‘nz—fl — 2’ < % Using the Euclidean
distance

1 2 2n 2

D(z,,(3,0,2)) = 1/(3 = 3)2 ( —0 ( —2),
(o 3.0.2) = 332+ (2 0+ (2

one sees that if n > N = max (N7, N2), then

E €

D(z,,(3,0,2)) < 3 + 5 =¢

This proves that limz, = (3,0,2).

Note that we could have proved directly that limz, = (3,0,2) by considering
the limit of D(x,,(3,0,2)) as a sequence of real numbers and proving that this
converges to 0.

Example A.1.21. Consider the set X of bounded, real-valued functions defined
over the interval [0,1] equipped with the metric defined in Example A.1.7. For
n > 1, consider the sequence of functions given by

1—nz, for0<az<i
n(T) = "
fa(2) {0, for + <z <1

Figure A.4 shows the functions for n = 1,2, 3. One might suspect that the limit of
this sequence f,(z) would be the function

1, ifzx=0,
f(x)_{o, for z > 0,

but this is not the case. Let 7 = %, and consider the r-collar around f(x). There
is no n such that f,(z) lies within the }-collar around f(z). (See Figure A.5.)
Consequently, f,(x) does not converge to f(z) in the metric space (X, D). Note,
however, that for all z € [0, 1], as sequences of real numbers lim,,_, fn(2) = f(z).

We say that f,(z) converges pointwise.

Proposition A.1.22. Let (X, D) be a metric space. Any sequence {x,} can con-
verge to at most one limit point.

Proof. Suppose that

lim z, =/ and lim z, =7¢.
n—oo n—roo

Let € be any positive real number. There exists N7 such that n > Nj implies that
D(zy,¢) < 5, and there exists Ny such that n > Ny implies that D(xy,f) < 5.
Thus, taking some n > max(Ny, Na), we deduce from the triangle inequality that

D(0,0") < D(zn,0) + Dz, l) < % i % — .
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Figure A.4: Sequence of functions. Figure A.5: i—collar around f(z).

Thus, since D (¥, £') is less than any positive real number, we deduce that D(¢,¢') = 0
and hence that ¢ = ¢'. O

In any metric space, there are plenty of sequences that do not converge to any
limit. For example, the sequence {a,, },>1 of real numbers given by a, = (—1)" + &
does not converge toward anything but, in the long term, alternates between being
very close to 1 and very close to —1. Referring to the restatement of Definition
A.1.19, one can loosen the definition of limit to incorporate the behavior of such

sequences as the one just mentioned.

Definition A.1.23. Let (X, D) be a metric space, and let {x,} be a sequence in
X. A point p € X is called an accumulation point of {x,} if for all real € > 0, an
infinite number of elements x,, are in B.(p). The accumulation set of {z,} is the
set of all accumulation points.

Example A.1.24. Consider again the real sequence a, = (—1)" + +. Let € be any
positive real number. If n > % and n is even, then a, € B:(1). If n > % and n is
odd, then a, € B.(—1). Hence, 1 and —1 are accumulation points. However, for
any 7 different than 1 or —1, suppose we choose a ¢ such that € < min(|r—1|, |r+1|).
If n is large enough, then

1
- < fmin(\r— 1, |r 4+ 1)) —5|,
n

and for such n, we have a,, ¢ B.(r). Thus, 1 and —1 are the only accumulation
points of {a,}. In the terminology of Definition, A.1.23, the accumulation set is

(~1,1}.
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A.14 Continuity

For the same reason as for the convergence of sequences, the notion of continuity,
first introduced in the context of real functions over an interval, generalizes naturally
to the category of metric spaces. Here is the definition.

Definition A.1.25. Let (X, D) and (Y,D’) be two metric spaces. A function
f: X =Y is called continuous at a € X if for all € € R>?, there exists § € R
such that D(z,a) < § implies that D(f(z), f(a)) < e. The function f is called
continuous if it is continuous at all points a € X.

Example A.1.26. As a first example of Definition A.1.25, consider the function
f:R? = R given by f(z,y) = 2 +y, where we assume R? and R are equipped with
the usual Euclidean metrics. Consider some point (a1, as) € R?. Let € > 0 be any
positive real number. Choosing § = 5 will suffice, as we now show. First note that

D((ay), (a1,02)) = V(& = @) + (y — a2)” <

implies that
€

2

3

and ly — as| < 5

|z —a1] <
But if this is so, then

g E
|f(937y)—f(a17a2)|=|$+y—(a1+a2)|<|$—a1|+\y—a2|<§+§=€-

Thus, f is continuous.

Example A.1.27. Definition A.1.25 allows one to study the continuity of functions
in much more general contexts, as we show with this example. Let X be a proper
subset of R™, and let p' be a point in R™ — X. We view X as a metric space by
restricting the Euclidean metric to it. Let S®! be the unit sphere in R” also with
its metric coming from the Euclidean one in R™. Define a function f: X — S"~!
by

We will show that f is continuous.
Let @ € X. The Euclidean metric is D(Z,d) = ||Z — d||. Hence

255 -
lla@ — 71l |12 — 7l
=142 —2cosq,

:\/2_ (@—p) - (&—p)
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where « is the angle between the vectors (@ — p) and (& — p). However, from the
trigonometric identity sin® @ = (1 — cos 260)/2, we deduce that

D(f(@), £(@) = 2sin (5 ).

If & and @ are close enough, then (@ — p) and (Z— p) form an acute angle, and hence,
if d is the height from @ to the segment between p and Z, we have

4 plEdl
l7—al — [l —al

D(f(@), f(@)) = 2sin (%) < 2sina =2

Therefore, choosing § small enough so that the angle between (@ — p) and (& — p)
is acute and § < 1|7 — d@|| &, we conclude that

|7 —d| <6 = D(f(), f(a)) <e,
proving that f is continuous at all points @ € X.

Proposition A.1.28. Let (X, D), (Y,D'), and (Z,D") be metric spaces. Let f :
X —wY and g:Y — Z be functions such that f is continuous at a point a € X
and g is continuous at f(a) € Y. Then the composite function go f : X — Z is
continuous at a.

Proof. Since f is continuous at a, for all e € R>?, there exists ; € R>? such
that D(z,a) < ¢; implies that D(f(z), f(a)) < e1. Since g is continuous at f(a),
for all &5 € R>Y, there exists 6o € R”Y such that D(y, f(a)) < J2 implies that
D(g(y),9(f(a))) < 2. Therefore, given any € > 0, set 2 = € and choose €1 so that
€1 < 02. Then

D(z,a) < &1 = D(f(z), f(a)) < &1 < d2 = D(g(f(2)),9(f(a))) <e,
showing that g o f is continuous at a. O

Using the concepts of open sets, we can give alternate formulations for when a
function between metric spaces is continuous.

Proposition A.1.29. Let (X, D) and (Y,D’) be two metric spaces, and let f :
X = Y be a function. The function f is continuous if and only if for all open
subsets U C 'Y, the set

fHU) ={z e X | f(x) € U}
is an open subset of X.

Proof. First suppose that f is continuous. Let U be an open subset of Y, and let =
be some point in f~1(U). Of course f(x) € U. Since U is open, there exists a real
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€ > 0 such that B.(f(x)) C U. Since f is continuous, there exists a § > 0 such that
y € Bs(x) implies that f(y) € B-(f(x)). Hence,

f(Bs(x)) € B<(f(x)) C U,

and thus, Bs(z) C f~Y(U).
Conversely, suppose that f~!(U) is an open set in X for every open set U in Y.
Let f(z) be a point in U, and let £ be a positive real number. Then

FH(B:(f(2)))

is an open set in X. Since z € f~!(B:(f(z))) is open, there exists some § such
that Bs(z) C f~'(B.(f(z))). Thus, f(Bs(z)) C B.(f()), and therefore, f is
continuous. O

The following proposition is an equivalent formulation to Proposition A.1.29 but
often more convenient for proofs.

Proposition A.1.30. Let (X, D) and (Y, D’) be two metric spaces and let f : X —
Y be a function. The function f is continuous if and only if for all open balls B,.(p)
in'Y, the set f~1(B,(p)) is an open subset of X.

Proof. (Left as an exercise for the reader. See Problem A.1.27.) O

Much more could be included in an introduction to metric spaces. However,
many properties of metric spaces and continuous functions between them hold sim-
ply because of the properties of open sets (Proposition A.1.9) and the characteriza-
tion of continuous functions in terms of open sets (Proposition A.1.29). This fact
motivates the definition of topological spaces.

PROBLEMS
A.1.1. Prove that D;, D3, and D, from Example A.1.3 are in fact metrics on R?.

A.1.2. In the following functions on R? x R?, which axioms fail to make the function into

a metric?
(@) Di((z1,91), (w2,92)) = 21| + |w2| + 2] + [y2]-
(b) Da((z1,11), (22,2)) = —((w2 — 1) + (y2 —11)?).
(¢) Ds((w1,51), (w2, ¥2)) = |w2 — 21| - |y2 — 9.
(d) Da((z1,91), (2,y2)) = |25 — 2T| + [y2 — w1

A.1.3. Let (X1,D1) and (X2, D2) be metric spaces. Consider the Cartesian product
X = X; x X3. Prove that the following function is a metric on X:

D((p1,p2), (q1,92)) = D(p1,q1) + D(p2, g2).
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A.l1.4.

A.1.5.

A.l1.6.

A.1.7.

A.1.8.

A.1.9.
A.1.10.

A.1.11.

A.1.12.

A.1.13.

Let X = Pgn(Z) be the set of all finite subsets of the integers. Recall that the
symmetric difference between two sets A and B is AAB = (A — B)U (B — A).
Define the function D : X x X — R=0 by

D(A,B) = |AAB],

the cardinality of AAB. Prove that D is a metric on X.

In Euclidean geometry, the median line between two points p; and ps in R? is
defined as the set of points that are of equal distance from p; and po, i.e.,

M = {q € R*| D(¢,p1) = D(g,p2)}-
What is the shape of the median lines in R? for D1, D2, and Do from Example
A.1.37

Prove that if (X, D) is any metric space, then D(z,y)" where n is any positive
integer, is also metric on X.

Let (X, D) be a metric space, and let S be any subset of X. Prove that (S, D) is
also a metric space. (The metric space (S, D) is referred to as the restriction of
D to S.)

Let S? be the unit sphere in R3, i.e.,
S* = {(z,y,2) e R*|2® + > + 2> =1}.

Sketch the open balls on S? obtained by the restriction of the Euclidean metric to
S? (see Problem A.1.7). Setting the radius r < 2, for some point p € S?, describe
B, (p) algebraically by the equation z? + y* 4+ 2% = 1 and some linear inequality
in z, y, and z.

Prove that Example A.1.7 is in fact a metric space.

Consider the metric space (R2, D,), where D, is defined in Example A.1.3.

(a) Let A and B be two points in R?. Prove that the set of points between A
and B is the rectangle with vertical or horizontal edges with A and B as
opposite corners.

(b) Determine the bisector of the points A and B in this metric.

Find the distance between the following pairs of sets in R?:

(8) A={(@,y)|a+y? <1} and B = {(2,9) | (z = 3)> + (y— 2)? < 1}.
(b) A={(z,y)|wy =1} and B = {(z,y) | zy = 0},

() A={(z,y)|zy =2} and B = {(z,y) |2” +y* < 1}.

Prove that a subset A of a metric space (X, D) is bounded if and only if A C B, (p)
for some r € RZ% and p € X.

Infinite Intersections and Unions. Let An, = [n,400) and let B, = [, sinn].
Find

@ U An (b) [ An, () | Bn. (A1)
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A.1.14.

A.1.15.

A.1.16.

A.1.17.

A.1.18.

A.1.19.

A.1.20.
A.1.21.

A.1.22.

A.1.23.

A.1.24.

A.1.25.

Define the metric D on R? as follows. For any p = (pz,py) and ¢ = (¢, qy), let
D(p,q) = \/A(ps — ¢=)2 + (py — qy)?. Prove that this is in fact a metric. What is
the shape of a unit ball BT((m, y))? What is the shape of the “median” between
two points? [Hint: see Problem A.1.5.]

Are the following subsets of the plane (using the usual Euclidean metric) open,
closed, or neither:

(a) {(z,y) eR*:2” +y* < 1}.

(b) {(x,y) € R*: z? +y* > 1}.

(c) {(z,y) eR?*: 2z +y =0}

(d) {(z,y) e R*:x+y #0}.
y)

cR?: 2% +9*> <1lorax=0}
z,y) ER?:x? +y* < 1orz =0}

Let L be a line in the plane R%. Prove that R? — L is open in the Euclidean metric
and in the three metrics presented in Example A.1.3.

Let X = R?, and define Dy as the Euclidean metric and D; as Di((z1,y1), (x2,y2)) =
|z2 — 1| + |y2 — y1|. Prove that any Ds-open ball contains a Di-open ball and is
also contained in a Di-open ball. Conclude that a subset of R? is Dy-open if and
only if it is Di-open.

Prove that the set {1 |n € Z”°} is not closed in R whereas the set {1 |n €
7>} U {0} is.

Consider a metric space (X, D), and let  and y be two distinct points of X.
Prove that there exists a neighborhood U of x and a neighborhood V' of y such
that UNV = 0. (In general topology, this property is called the Hausdorff
property, and this exercise shows that all metric spaces are Hausdorff.)

Prove Proposition A.1.18.

Let A be a subset of a metric space (X, D). Suppose that every sequence {z,} in
A that converges in X converges to an element of A. Prove that A is closed.

Let {zn}nen be a sequence in a metric space (X, D). Prove that the closure of
the set of elements {z,} is {zn | n € N} together with the accumulation set of the
sequence {zn}.

Using Definition A.1.25, prove that the real function f(z) = 2z — 5 is continuous
over R.

Using Definition A.1.25, prove that

(a) the real function f(z) = 22 is continuous over R;
(b) the real function of two variables f(z,y) = 1/(z® +y?+1) is continuous over

all R? (using the usual Euclidean metric).

Let (X, D) and (Y,D’) be metric spaces, and let f : X — Y be a continuous
function. Prove that if a sequence {z,} in X converges to a limit point ¢, then
the sequence {f(z»)} in Y converges to f(¥).
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A.1.26. Let f : X — Y be a function from the metric space (X, D) to the metric space
(Y, D). Suppose that f is such that there exists a positive real number \, with

D' (f(z1), fx2)) _

D(ar,732) < for all x1 # x2,

i.e., that the stretching ratio for f is bounded. Show that f is continuous.
A.1.27. Prove Proposition A.1.30.

A.1.28. Let X =R™ and Y = R" equipped with the usual Euclidean metric. Prove that
any linear transformation from X to Y is continuous.

A.2  Topological Spaces
A.2.1 Definitions and Examples

Definition A.2.1. A topological space is a pair (X, 7) where X is a set and where
T is a set of subsets of X satisfying the following:

1. X and 0 are in 7.
2. ForalUand Vinr, UNV er.

3. For any collection {Uq }aer of sets in 7, the union | J,; Uy is in 7.

The elements in 7 are called open subsets of X and a subset F' C X is called closed
if X — Fis open, ie., if X — F €.

As an alternate terminology we talk about 7 satisfying the above three properties
as a topology on X. In the introduction to this appendix, we promised that topology
attempts to provide a mental model that generalizes the notion of nearness. The
following concept is key to this way of thinking.

Definition A.2.2. Let (X, 7) be a topological space and let x € X. Any U € 7
such that x € U is called a neighborhood of x.

If we work with more than one topology on the same underlying set X, we refer
to T-open and 7-closed subsets to avoid ambiguity.

As with the properties of open sets in metric spaces, in criterion (3) of Definition
A.2.1, the indexing set I need not be countable, and hence, we should not assume
that the collection {U, }4cr can be presented as a sequence of subsets.

Example A.2.3. According to Proposition A.1.9, if (X, D) is a metric space, it is
also a topological space, where we use the topology 7 to be the open sets as defined
by Definition A.1.8. Historically, it was precisely Proposition A.1.9 along with the
discovery by mathematicians that collections of sets with the properties described
in this proposition arise naturally in numerous other contexts that led to the given
definition of a topological space.
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Example A.2.4 (Euclidean topology). Consider the metric space (R?, D), where
D is the Euclidean metric. The topology induced on R™ according to Example A.2.3
is called the Euclidean topology.

Example A.2.5 (Discrete topology). Let X be any set. Setting 7 = P(X) to be
the set of all subsets of X is a topology on X called the discrete topology on X. In
the discrete topology, all subsets of X are both closed and open.

Example A.2.6 (Trivial topology). On the opposite end of the spectrum from,
setting 7 = {X, 0} also satisfies the axioms of a topology, and this is called the
trivial topology on X. These two examples represent the largest and the smallest
possible examples of topologies on a set X.

Example A.2.7. Let X = {a,b,c} be a set with three elements. Consider the set
of subsets 7 = {0, {a},{a,b}, X}. A simple check shows that 7 is a topology on X,
namely that 7 satisfies all the axioms for a topology. Notice that {a} is open, {c} is
closed (since {a, b} is open) and that {b} is neither open nor closed. By Proposition
A.1.15, there is no metric D on X such that the D-open sets of X are the open sets
in the topology of 7. We say that (X, 7) is not metrizable.

It is not always easy to specify a subset of P(X) that satisfy the axioms for a
topology on X. The concept of a basis makes this possible and Proposition A.2.9
gives a practical characterization of a basis.

Definition A.2.8. Let (X,7) be a topological space. A collection of open sets
B C 7 is called a basis of the topology if every open set is a union of elements in
BcCr.

Proposition A.2.9. Let (X, 1) be a topological space, and suppose that B is a basis.
Then:

1. the elements of B cover X;

2. if By,By € B, then for all x € By N By there exists By € B such that x €
Bs C B1 N Bs.

Conversely, if any collection B of open sets satisfies the above two properties, then
there exists a unique topology on X for which B is a basis. (This topology is said to
be generated by B.)

Proof. (Left as an exercise for the reader.) O

This characterization allows one to easily describe topologies by presenting a
basis of open sets.

Example A.2.10. By Definition A.1.8, in a metric space, the topology associated
to a metric has the set of open balls as a basis.



A.2. Topological Spaces

381

Example A.2.11. Let X = R?, and consider the collection B of sets of the form
U={(z,y) €R*|z >z and y > yo},

where zy and yy are constants. This collection B satisfies both of the criteria in
Proposition A.2.9, hence there exists a unique topology 7 on R? with B as a basis.
It is easy to see that 7 is different from the usual Euclidean topology. Note that for
any open set U € 7, if (a,b) € U, then the half-infinite ray

{la+t,b+1t)|t >0}

is a subset of U. This is not a property of the Euclidean topology on RZ?, so this
gives a topology different from the FEuclidean topology.

Proposition A.2.12. Let (X, 7) be a topological space. Then the following are true
about the T-closed sets of X :

1. X and 0 are closed.

2. The union of any two closed sets is closed.

3. The intersection of any collection of closed sets is closed.
Proof. Part 1 is obviously true since both X and ) are open.

For part 2, let F; and F» be any two closed subsets of X. Then F;¢ and F5€ are
open sets. Thus F;° N F5° is open. However, by the DeMorgan laws,

FI°NF° = (FLU R

Thus, since F; U F5° is open, Fy U Fy is closed.
For part 3, let {F,}, where « is in some indexing set I, be a collection of closed
subsets. The collection {F,“} is a collection of open sets. Therefore, J, F“ is

open. Thus,
ne-(Yn)
acl ael

is closed. O

A converse to this proposition turns out to be useful for defining certain classes
of topologies on sets.

Proposition A.2.13. Let X be a set. Suppose that a collection C of subsets of X
satisfies the following properties:

1. X and 0 are in C.
2. The union of any two sets in C is again in C.

3. The intersection of any collection of sets in C is again in C.

Then the set of all complements of sets in C form a topology on X.
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Proof. (Left as an exercise for the reader.) O

Example A.2.14. Let X be any set. Consider the collection C of subsets of X
that include X, (), and all finite subsets of X. The collection C satisfies all three
criteria in Proposition A.2.13, so X, 0, and the complements of finite subsets of X
form a topology on X. This is often called the finite complement topology.

We now present a topology on R™ that has more open sets than the finite
complement topology but fewer than the usual Euclidean topology.

Example A.2.15. Let X = R". Let C be the collection of all finite unions of
affine subspaces of R", where by affine subspace we mean any set of points that
is the solution set to a set of linear equations in z1,xs,...,x, (i.e., points, lines,
planes, etc.). Taking the empty set of linear equations or an inconsistent set of
linear equations, we obtain X and ) as elements of C. Since the union operation
of sets is associative, a finite union of finite unions of affine spaces is again just a
union of affine spaces.

To establish that the third criterion in A.2.13 holds for C, we must prove that
the intersection of any collection of finite unions of affine spaces is a finite union
of affine spaces. Note first that if the intersection of two affine subspaces A; and
A, is a strict subspace of both A; and Ao, then dim A; N Ay is strictly less than
dim A; and dim As. Let {F,}aer be a collection of sets in C, and let {«;}ien be a
sequence of indices. Given the sequence {a;}, create a sequence of “intersection”
trees according to the following recursive definition. The tree Tj is the tree with a
base node, and an edge for each A, ; in

Fao = UAao,j P
J

with a corresponding leaf for each A, ;. For each tree Tj, construct Tj; from T;
as follows. Writing
Fo, = UAamj )
J

for each leaf F' of T; and for each j such that F'NA,, ; # F, adjoin an edge labeled
by Aa, ; to F and label the resulting new leaf by F'N A,, ;.
As constructed, for each k, the leaves of the tree T} are labeled by intersections
of affine spaces so that
k
N
i=0

is the union of the leaves of T. Since only a finite number of edges gets added to
every leaf, for all ¢ > 0, there can be only a finite number of vertices at a fixed
distance from the base node. Furthermore, since any nontrivial intersection A N B
of affine spaces has dimension

dim(A N B) < min(dim A,dim B) — 1
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and since the ambient space is R”, each branch (descending path) in any tree T;
can have at most n + 1 edges. In conclusion, for all T;, there can only be a finite
number of leaves. Thus,

o0

£

i=0

is a finite union of intersections of affine spaces. Since this holds for all sequences
{@;} in I, this then proves that
M £

acl
is a finite union of intersections of affine spaces.

This rather lengthy proof shows that the collection C of finite unions of affine
spaces in R"™ satisfies the criteria of Proposition A.2.13. Consequently, the set 7
of subsets of R™ that are complements of a finite union of affine spaces forms a
topology on R™.

Example A.2.15, along with the result of Problem A.2.3, shows that given a set
X, it is possible to have two topologies 7 and 7/ on X such that 7 C 7/, or in other
words, that every 7-open set in X is 7/-open but not vice versa. This leads to a
useful notion.

Definition A.2.16. Let X be a set and let 7 and 7/ be two topologies on X. If
7 C 7/, then we say that 7/ is finer than 7 and that 7 is coarser than 7/. If in
addition 7 # 7/, we say that 7’ is strictly finer than 7 and that 7 is strictly coarser
than 7’.

As a few examples, consider X = R™. Then the finite complement topology
(Example A.2.14) is coarser than the topology defined in Example A.2.15, which is
in turn coarser than the Euclidean topology.

In Section A.1.2, Proposition A.1.18 proved that the closure of a subset A (as
defined by Definition A.1.17) of a metric space (X, D) is the intersection of all
closed subsets of X containing A. This formulation of the closure of a set does not
rely explicitly on the the metric D and carries over without changes to topological
spaces. The closure of a subset A C X is an example of a topological operator, three
of which we mention here.

Definition A.2.17. Let (X, 7) be a topological space and A a subset of X. We
define

1. the closure of A, written Cl A, as the intersection of all closed sets in X
containing A;

2. the interior of A, written A°, as the union of all open sets of X contained in
A
3. the frontier of A, written Fr A, as the set of all x € X such that for every
neighborhood U of z intersects A and A° nontrivially, i.e., UN A # @ and

UnAS#£0.
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We leave some of the basic properties of the above topological operators to the
exercises but present one common characterization of closed sets.

Proposition A.2.18. Let (X, 7) be a topological space, and let A be any subset of
X. The set A is closed if and only if A= ClA.

Proof. If A is closed, then A is among the closed sets F' C X that contain A, and
there is no smaller closed subset containing A. Hence A = ClA. Conversely, if
A = Cl A, then since the intersection of any collection of closed sets is closed, Cl A
is closed, so A is closed. O

Another useful characterization of closed sets relies not on a topological operator
but on properties of its limit points.

Definition A.2.19. Let A be any subset of a topological space (X, 7). A limit point
of A is any point p € X such that U N (A — {p}) nef for every open neighborhood
U of p.

In the vocabulary of sequences in a metric space, if the subset A is a sequence
{z,}, then in Definition A.1.23, we would call the limit points of A the accumu-
lation points of A. For this reason, some authors use the alternate terminology
of accumulation point for limit points of a subset A in a topological space. The
discrepancy in terminology is unfortunate, but in topology, the majority of authors
use the vocabulary of Definition A.2.19.

Proposition A.2.20. Let A be a subset of a topological space X. The set A is
closed if and only if it contains all of its limit points.

Proof. Assume first that A is closed. The complement X — A is open and hence is
a neighborhood of each of its points. Therefore, there is no point in X — A that is
a limit point of A. Hence, A contains all its limit points.

Assume now that A contains all of its limit points. Let p € X — A. Since p is not
a limit point of A, there exists an open neighborhood U of p such that U N A = 0.
Thus, X — A is a neighborhood of each of its points, and hence, it is open. Thus,
A is closed. O

Finally, we mention one last term related to closures.

Definition A.2.21. Let (X, 7) be a topological space. A subset A of X is called
dense in X if C14A = X.

By Proposition A.2.20 a set A is dense in X if every point of X is a limit point
of A. We give a few common examples of dense subsets.

Example A.2.22. Let I = [a,b] be a closed interval in R, and equip I with the
topology induced from the Euclidean metric on R. The open subsets in this topology
on I are of the form U NI, where U is an open subset of R. Furthermore, the open
interval (a, b) is dense in I.
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Proposition A.2.23. The set Q of rational numbers is dense in R.

Proof. A precise proof of this statement must rely on a definition of real numbers,
as constructed from the rationals. One may find this definition in any introductory
analysis text. However, using a high school understanding of real numbers as num-
bers with an infinite decimal expansion that is not periodic, we can supply a simple
proof of this fact.

Let 2y € R be any real number, and let U be an open neighborhood of xg3. By
definition, there exists a positive real ¢ > 0 such that (xg —e,20 +¢) € U. Let
N =1—|log,,e]. Consider q the fraction that represents the decimal approximation
of z( that stops at NV digits after the decimal period. Then, ¢ € Q and ¢ € U. Hence,
To is a limit point of Q. O

Knowing that Q is a countable and dense subset of R, we can introduce a
property of the Euclidean topology that is a key part of the definition of a topological
manifold.

Definition A.2.24. A topological space (X, 7) is called second countable if there
exists a basis of 7 that is countable.

Example A.2.25. The Euclidean space R™ is second countable. Consider the
collection B of open balls whose centers have rational coordinates and of rational
radius. This collection is in bijection with Q™ x Q>°. Since the Cartesian product of
countable sets is countable, B is countable. It is not hard to see that this collection
satisfies the conditions of Proposition A.2.9, so this B is a countable basis of R".

A.2.2  Continuity

When working with topological spaces (X, 7) and (Y, 7’), we are usually not inter-
ested in studying the properties of just any function between f : X — Y because
a function without any special properties will not necessarily relate the topology
on X to that on Y or vice versa. In Section A.1.4, Proposition A.1.29 provided a
characterization of continuous functions between metric spaces only in terms of the
open sets in the metric space topology. This motivates the definition of continuity
for functions between topological spaces.

Definition A.2.26. Let (X,7) and (Y,7’) be two topological spaces, and let f :
X — Y be a function. We call f continuous (with respect to 7 and 7') if for every
open set U C Y, the set f~1(U) is open in X.

Example A.2.27. Proposition A.1.29 shows that any function called continuous
between two metric spaces (X, D) and (Y, D’) is continuous with respect to the
topologies induced by the metrics on X and Y.

In previous contexts (e.g., functions from R™ to R™, and functions between
metric spaces), we first defined the notion of continuity at a point and then expanded
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to continuous over a domain. In this case, as in all texts on topology, we first defined
continuity over a whole domain. However, there is a natural definition for continuity
at a point.

Definition A.2.28. Let f : X — Y be as in the previous definition. We call f
continuous at z € X, if for every neighborhood V of f(x), there is a neighborhood
U of z with f(U) C V.

The following proposition shows why this definition of continuity at a point is
natural.

Proposition A.2.29. Let (X,7) and (Y,7') be topological spaces, and let f : X —
Y be a function. Then f is continuous if and only if f is continuous at all x € X.

Proof. First, suppose that f is continuous. Then for all f(z) € Y and for all open
neighborhoods V' of f(z), f~'(V) is open in X. Furthermore, z € f~*(V) so
f~Y(V) is an open neighborhood of x. Also, since f(f~1(V)) = V for any set, we
see that setting U = f~1(V) proves one direction.

Second, assume that f is continuous at all z € X. Let V be any open set in Y. If
V contains no image f(z), then f~1(V) = ), which is open in X. Therefore, assume
that V contains some image f(x). Let W = f~%(V). According to the assumption,
for all z € W there exists open neighborhoods U, of  such that f(U,) C V. Since
f(U,) CV, then U, C f~1(V) =W. But then

we | v, cwe,
zeW

and since W° C W always, we conclude that W = W°, which implies (see Problem
A.2.7) that W is open. This shows that f is continuous. O

Proposition A.2.30. Let (X,7), (Y,7'), and (Z,7") be three topological spaces. If
f: X =Y and g:Y — Z are continuous functions, then go f : X — Z is also a
continuous function.

Proof. (Left as an exercise for the reader.) O

For metric spaces, a continuous function is one that preserves “nearness” of
points. Though topological spaces are not necessarily metric spaces, a continuous
function f : X — Y between topological spaces preserves nearness in the sense that
if two images f(x1) and f(z2) are in the same open set V, then there is an open
set U that contains both x; and x2, with f(U) C V.

In set theory, we view two sets as “the same” if there exists a bijection between
them: they are identical except for how we label the specific elements. For topo-
logical spaces to be considered “the same,” not only do the underlying sets need to
be in bijection, but this bijection must preserve the topology. This is the concept
of a homeomorphism.
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Definition A.2.31. Let (X,7) and (Y,7’) be two topological spaces, and let f :
X — Y be a function. The function f is called a homeomorphism if

1. f is a bijection;
2. f: X — Y is continuous;

3. f~1:Y — X is continuous.

If there exists a homeomorphism between two topological spaces, we call them
homeomorphic.

Example A.2.32. Any two squares S; and Ss, as subsets of R? with the Euclidean
metric, are homeomorphic. For ¢ = 1,2, let ¢; be the translation that brings the
center of S; to the origin, R; a rotation that makes the edges of ;(.5;) parallel to the
2- and y-axes, and let h; be a scaling (homothetie) that changes R; ot;(.S;) into the
square with vertices {(—1,—1),(—1,1),(1,1),(1,—1)}. It is easy to see that transla-
tions are homeomorphisms of R? to itself. Furthermore, by Problem A.1.28, we see
that R; and h; are continuous, and since they are invertible linear transformations,
their inverses are continuous as well. Thus, R; and h; are homeomorphisms. Thus,
the function
f:tgloRglohglohl oRjot;

is a homeomorphism of R? into itself that sends S; to Sy. Thus, S; and S, are
homeomorphic.

Figure A.6: A homeomorphism between a circle and a square from Example A.2.33.

Example A.2.33. Any circle and any square, as subsets of R?, are homeomorphic.
We must present a homeomorphism between a circle and a square. By Example
A.2.32 we see that any two squares are homeomorphic. By a similar argument, any
two circles are homeomorphic. So without loss of generality, consider the consider
the unit circle S and the unit square T', both with center (0,0). (See Figure A.6.)
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Let f : T — S be the function defined by f(z) = z/||z|, where = is viewed
as a point in R2. It is clear that this is a continuous function on its domain,
R? — {(0,0)} so it is continuous on the subset 7. For 6 € R, consider the function
g(0) = max(|sind|,|cosf|) and then the curve ~ : [0,27] — R? parametrized by
~v(t) = (cos(t)/g(t),sin(t)/g(t)). It is not hard to verify that this curve traces out
the unit square T. Identifying a point on the circle with its angle, we can think of
~ as a function S — T'. It is not hard to see that g is continuous and that v is as
well. Furthermore, (fo~)(p) =p for all p € S and also (yo f)(q) =g for all g € T.
Hence, f is a homeomorphism between the unit square and the unit circle.

Figure A.6 shows corresponding points P and @ as well as corresponding neigh-
borhoods of these points.

Example A.2.34. The above two examples only begin to illustrate how different
homeomorphic spaces may look. In this example, we prove that any closed, simple,
parametrized curve v in R™ is homeomorphic to the unit circle S! (in R?). Let
Z:10,1] = R™ be a parametrization by arclength for the curve « such that Z(¢;) =
F(ty) implies that ¢; = 0 and to = [, assuming t; < to. The function f : v — S!
defined by

F(P) = (cos (27%'—1(13)) ,sin (27”:3-1(19))) (A.2)

produces the appropriate homeomorphism. Note that £~ is not well defined only at
the point Z(0) because 1 (#(0)) = {0,1}. However, using either 0 or [ in Equation
(A.2) is irrelevant.

Example A.2.35. In contrast to the previous example, consider the closed, regular
curve v parametrized by 7 : [0, 27r] — R? with

Z(t) = (cost, sin 2t).
The curve v traces out a figure eight of sorts and is not simple because Z(7/2) =

(0,0) = #(37/2) (and Z'(7/2) # &'(37/2)). We show that it is not homeomorphic
to a circle S'. Call P = (0,0).

Q

Figure A.7: Figure eight not homeomorphic to a circle.

There does exist a surjective continuous map f of v onto the circle S, namely,
using the parametrization Z(t),

f(Z(t)) = (cos 2t,sin 2t)
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which amounts to folding the figure eight back onto itself so that the circle is covered
twice. However, there exists no continuous bijection g : v — S'. To see this, call
Q = g(P), and let U be a small open neighborhood of Q. If g is a bijection, it
has exactly one preimage for every element x € U. Thus, ¢g~*(U) is the image
of a nonintersecting parametrized curve. However, every open neighborhood of P
includes two segments of curves. Thus, the circle and + are not homeomorphic.

Figure A.8: Figure eight not homeomorphic to a segment.

Example A.2.36. Consider the same regular, closed parametrized curve as in the
previous example. The function f : (0,1) — 72 defined by f(t) = Z(2nt — §) is a
bijection. Furthermore, f is continuous since it is continuous as a function (0,1) —
R2. However, the inverse function is not continuous and in fact no continuous
bijection g : (0,1) — 72 can have a continuous inverse.

Let a € (0,1) be the real number such that f(a) = P, the point of self-
intersection on 75. Take an open segment U around a. The image f(U) is a portion
of 79 through P (see the heavy lines in Figure A.8). However, this portion f(U)
is not an open subset of v5 since every open neighborhood of P includes f((0,e1))
and f((1—e2,1)). Thus there exists no homeomorphism between the open interval

and the figure eight.

We conclude this section on continuity by mentioning one particular result, the
proof of which exceeds the scope of this appendix.

Theorem A.2.37. The Fuclidean spaces R™ and R™ are homeomorphic if and
only if m = n.

This theorem states that Euclidean spaces can only be homeomorphic if they
are of the same dimension. This might seem obvious to the casual reader but this
fact hides a number of subtleties. First of all, the notion of dimension of a set
in topology is not at all a simple one. Secondly, we must be careful to consider
space-filling curves, such as the Peano curve, which is a continuous surjection of
the closed interval [0, 1] onto the closed unit square [0, 1] x [0, 1]. (See [28], Section
3-3, for a construction.) The construction for space-filling curves can be generalized
to find continuous surjections of R™ onto R™ even if n < m. However, Theorem
A.2.37 implies that no space-filling curve is bijective and has a continuous inverse.
That Euclidean spaces of different dimensions are not homeomorphic means that
they are distinct from the perspective of topology.
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A.2.3 Derived Topological Spaces

Given any topological space (X, 7), there are a number of ways to create a new
topological space. We present two common ways — subset topology and quotient
spaces — which are used throughout this book.

Definition A.2.38. Let (X, 7) be a topological space, and let S be any subset of
X. We define the subset topology 7 on S by calling a subset A C S open if and
only if there exists an open subset U of X such that A=SNU.

The subset topology is sometimes called the topology induced on S from X.
There is an alternate way to characterize it.

Proposition A.2.39. Let (X, 1) be a topological space, and let S C X. Leti: S —
X be the inclusion function. The subset topology on S is the coarsest topology such
that i is a continuous function.

Proof. Given any subset A of X, we have i~1(A) = AN S. If i is continuous, then
for all open subsets U C X, the set i ~}(U) = U N S is open. However, according to
Definition A.2.38, the subset topology on S has no other open subsets and therefore
is coarser than any other topology on S, making ¢ continuous. O

Example A.2.40. Consider R equipped with the usual topology. Let S = [a,b]
be a closed interval. If a < ¢ < b, in the subset topology on S, the interval [a,c) is
open. To see this, take any real d < a. Then

[a,c) = (d,c) Na,b],

and (d, ¢) is open in R.

A second and often rather useful way to create new topological spaces is to
induce a topology on a quotient set.

Definition A.2.41. Let X be a set, and let R be an equivalence relation on X.
The set of equivalence classes of R is denoted by X/R and is called the quotient set
of X by R.

The concept of a quotient set arises in many areas of mathematics (congruence
classes in number theory, quotient groups in group theory, quotient rings in ring
theory, etc.) but also serves as a convenient way to define interesting objects in
topology and geometry. We provide a few such examples before discussing topologies
on quotient sets.

Example A.2.42 (Real Projective Space). The typical construction of the real
projective space is given in Example 3.1.6. We present two other equivalent con-
structions.

Let X be the set of all lines in R**!, and let R be the equivalence relation of
parallelism on X. We can therefore discuss the set of equivalence classes X/R. FEach
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line in X is uniquely parallel to a line that passes through the origin, and hence,
X/R may be equated with the set of lines passing through the origin. This set is
called the real projective space of dimension n and is usually denoted by RP".

As an alternate characterization for RP", consider the unit n-sphere S™ in R"*!
and centered at the origin. Each line through the origin intersects S™ at two antipo-
dal points. Therefore, RIP" is the quotient set of S™ with respect to the equivalence
relation, in which two points are called equivalent if they are antipodal (form the
ends of a diameter through S™).

Example A.2.43 (Grassmannian). Let X, be the set of all r dimensional vec-
tor subspaces in R”, and let R be the equivalence relation of parallelism between
hyperplanes. The set of equivalence classes is called a Grassmannian and is de-
noted G(r,n). Again, since each r-dimensional hyperplane is uniquely parallel to
one hyperplane through the origin, G(r,n) is the set of r-hyperplanes through the
origin.

Of particular interest to geometry is the question of how to give a topology to
X/R if X is equipped with a topology. Proposition A.2.39 illustrates how to make
a reasonable definition.

Definition A.2.44. Let (X, 7) be a topological space and let R be an equivalence
relation on X. Define f : X — X/R as the function that sends an element in X to its
equivalence class; f is called the quotient map (or sometimes identification map).
We call quotient topology (or identification topology) on X/R the finest topology
that makes f continuous.

The above definition for the quotient topology does not make it too clear what
the open sets of X/R should be. The following proposition provides a different
characterization.

Proposition A.2.45. Let (X,7) be a topological space, let R be an equivalence
relation on X and let f be the quotient map. The quotient topology on X/R is
" ={UeP(X/R)|fY(U) e}

Proof. Let 7/ be a topology on X/R such that f: X — X/R is continuous. Then
for all open sets U € 7/, we must have f~1(U) be open in X. Note first that
F71(0) =0 and f~'(X/R) = X, which are both open in X.

From basic set theory, for any function F' : A — B and any collection C of
subsets of B, we have

F*l( U S) =JF'(S) and F*1< N S) = F'(S).
sec sec Sec sec

(See Section 1.3 in [48].) Therefore, if U; and Uy are such that f=*(Uy) N f=1(Us) is
open, then f~1(U; NUs) is open. Also, for any collection of sets {Ug }acs in X/R,

P (Uv) = U wa)

acl ael
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Figure A.9: Open set around {0, 1}.

so if the right-hand side is open, then so is the left-hand side. Consequently, the
collection of subsets B of X/R such that U € B if and only if f~}(U) € 7 is a
topology on X/R. However, any finer topology on X/R would include some subset
S C X/R such that f~1(S) would not be open in X and, hence, would make f not
continuous. O

Example A.2.46 (Circles). Let I be the interval [0, 1] equipped with the topology
induced from R. Consider the equivalence relation that identifies 0 with 1, and
everything else inequivalent. The identification space I/R is homeomorphic to a
circle. We may use the function f: I/R — S' defined by

f(t) = (cos 2mt, sin 27t),

which is well-defined since f(0) = f(1), so whether we take 0 or 1 for the equivalence
class {0, 1}, we obtain the same image. This function f is clearly bijective.

To prove that f is continuous, let P € S!, and let x € I/R. If P # (1,0), then
any open neighborhood U of P contains an open interval of angles 6; < 6 < 05,
where 0 < 07 < 65 < 27 and the angle 6y corresponding to P satisfies 61 < 0y < 6.

Then 9 o
1 U2
(5rz)
contains P and is a subset of U. On the other hand, if P = (1,0), any open

neighborhood U’ of P in S! contains an open arc of angles 6; < 6 < 65, with
01 <0< 6y. Thenif g: I — I/R is the quotient map,

(b))

contains P and is contained in U’. Furthermore, by definition, ¢([0,82/27) U (1 —
61/2m,1]) is open in I/R since [0,63/27) U (1 — 61/27,1] is open in the subset
topology of [0, 1]. By Proposition A.2.29, f is continuous.

Using a similar argument, it is not hard to show that f~! is continuous, con-
cluding that I/R is homeomorphic to S!.
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Figure A.10: Md&bius strip.

Example A.2.47. Consider the real projective space RP" given as the quotient
space S/ ~ where ~ is the equivalence relation on S™ where p; ~ ps if and only
if they are antipodal to each other, i.e., form a diameter of the sphere. The unit
sphere S™ naturally inherits the subspace topology from R™!. Definition A.2.44
provides the induced topology for RP".

Example A.2.48 (Mobius Strip). Let I = [0,1] x [0,1] be the unit square with
the topology induced from R™. Define the identification (equivalence relation ~)
between points by (0,y) ~ (1,1 — y), for all y € [0,1] and no other points are
equivalent to any others. The topological space obtained is called the Mabius strip.
In R3, the Mobius strip can be viewed as a strip of paper twisted once and with
ends glued together. Figure A.10 shows an embedding of the M&bius strip in R3,
as well as a diagrammatic representation of the Mdobius strip. In the diagrammatic
representation, the arrows indicate that the opposite edges are identified but in
inverse direction. The shaded area shows a disk around a point p on the identified
edge.

A.24 Compactness

In any calculus course, we encounter the Extreme Value Theorem, a result in anal-
ysis that forms an essential ingredient to Rolle’s Theorem, hence the Mean Value
Theorem, and therefore the Fundamental Theorem of Calculus.

Theorem A.2.49 (Extreme Value Theorem). Let f : [a,b] = R be a continuous
real-valued function. Then f attains a mazimum and a minimum over the interval

[a, b].

As topology developed, a variety of attempts were made to generalize the idea
contained in this fact. In the context of metric spaces, the key properties that
would allow for a generalization are that the interval [a,?] is closed and bounded.
Though closed is a concept in topology, the notion of being bounded does not
have an equivalent notion. It turns out that in topological spaces, the notion of
compactness provides this desired generalization.
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Definition A.2.50. Let (X,7) be a topological space. Let U = {U,}icr be a
collection of open sets in X. We call U an open cover of X if

x=Ju.
i€l
If J C I, the collection V = {V}},c is called a subcover of U if V is itself an open

cover of X.

Definition A.2.51. A topological space (X, 7) is called compact if every open cover
of X has a finite subcover.

Remark A.2.52. A subset A of X is called compact if it is compact when equipped
with the subspace topology induced from (X, 7). This is equivalent to the property
that whenever there exists a collection of i = {U;, };cr of open sets with A C | .., U,
there exists a finite subset J C I with A C {J;; Uj;.

iel

Some examples of compact spaces are obvious, such as that any finite subset of
a topological space is compact. However, the following theorem justifies, at least in
part, the given definition of compactness.

Theorem A.2.53 (Heine-Borel). A closed and bounded interval [a,b] of R is com-
pact.

Proof. (A variety of proofs exist for the Heine-Borel Theorem. The following proof
is called the “creeping along” proof.)
Let U = {Us}aer be an open cover of [a,b]. Define the subset of [a, b] by

E = {xz € [a,}]|[a, ] is contained in a finite subfamily of U}.

Obviously, F is an interval, but a priori we do not know whether it is open or closed
or even nonempty. We will show that b € E to establish the theorem.

Now a € E because there exists some U,, such that a € U,,. Let ¢ = lub E.
Clearly a < ¢ < b. Suppose that ¢ < b. Since U covers [a, b], there exists some index
B such that ¢ € Ug, and therefore there exists € such that (¢ —¢,c+¢) C Ug. Since
¢ is the least upper bound of E, any « € (¢ —¢,¢) is in E. Therefore, there exists a
finite set {ay, @a, ..., a,} such that

But then the finite union of open sets

n

(C—&,C—FE)UUUOM

i=1

contains the point ¢+ /2, contradicting the assumption that ¢ < b and ¢ = lub E.
Thus ¢c=b,and b € E. O
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Compactness is an important property of topological spaces, and we refer the
reader to Chapter 3 in [2], Section 6.6 in [15], or Chapter 7 in [27] for complete
treatments. For the purposes of this book however, we are primarily interested
in two results, namely Theorem A.2.57 and Theorem A.2.58, and a few necessary
propositions to establish them. We will not prove Theorem A.2.57 completely but
again refer the reader to the above sources.

Proposition A.2.54. Let (X,7) be a topological space, and let K be a compact
subset of X. Every closed subset of K is compact.

Proof. Let F C K be a closed set. Then X — F is open. If i is an open cover of F,
then U U {X — F} is an open cover of K. Since K is compact, U U {X — F} must
admit a finite subcover of K. This finite subcover of K is of the form &' U{X — F},
where U’ is a finite subcover of U of F. Thus, F is compact. O

Problem A.1.19 established the fact that two distinct points p; and ps in a metric
space possess, respectively, open neighborhoods Uy and Us such that U; N Uy = 0.
This type of property is called a separation property of a topological space because
it gives some qualification for how much we can distinguish points in the topological
space. There exists a variety of separation axioms, but we only present the one that
is relevant for differential geometry.

Definition A.2.55. A topological space (X, 7) is called Hausdorff if given any two
points p; and ps in X, there exist open neighborhoods U; of p; and Us of py such
that U1 n Ug = @

Proposition A.2.56. If (X, 1) is a Hausdorff topological space, then every compact
subset K of X 1is closed.

Proof. Let K be compact. Since X is Hausdorff, for every x € X — K and y € K,
there exist open sets Uy, and V,,,, with € Uy, and y € Vy,, such that Uy, NV, = 0.
For each x € X — K,

{Vay ly € K}

is an open cover of K, so it must possess a finite subcover that we index with a
finite number of points y1,yo, ..., y,. But then for each =z,

U, = ﬁ Usys
i=1

is open since it is a finite intersection of open sets. Since K C |J!-, V4, we conclude
that KNU, = @ for all x € X — K. Thus, X — K is a neighborhood of all of its
points and hence it is open. Thus, K is closed. O

Theorem A.2.57. Let A be any subset of R™ (equipped with the Euclidean topol-
ogy). The set A is compact if and only if it is closed and bounded.
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Proof. (We only prove =)

Suppose that A is compact. Since by Problem A.1.19 any metric space is Haus-
dorff, Proposition A.2.56 allows us to conclude that A is closed. Since every open
set in a metric space is the union of open balls, any open cover of A can be viewed as
an open cover of open balls. If A is compact, it is contained in only a finite number
of such open balls {B,. (p;)}7,. There exists an open ball B,(p) that contains all
the By, (p;). The radius r will be less than (m—1) max{d(p;, p;)} +2 max{r;}. Then
K C B,(P), and hence, K is bounded.

(The proof of the converse is more difficult and uses other techniques that we
do not have the time to develop here.) O

Theorem A.2.57 establishes that we might view closed and bounded subsets of
R™ as the topological analog to [a,b] C R in Theorem A.2.49. We now complete
the generalization to topological spaces.

Theorem A.2.58. Let f : X — Y be a continuous function between topological
spaces X and Y. If X is a compact space, then f(X) is compact in'Y .

Proof. Let U be an open cover of f(X). Since f is continuous, each f~1(U) is open
and the collection {f~*(U)|U € U} is an open cover of X. Since X is compact,
there exists a finite set {Uy,Us,...,U,} C U such that

Since for any functions f(f~'(A4)) C A always and f({J, 4x) = U, f(4)), then

n

F0 = (U w) =Urewn c Yo

i=1
Thus, f(X) is compact. O

Corollary A.2.59. Let X be a compact topological space, and let f: X — R be a
real-valued function from X. Then f attains both a mazimum and a minimum.

Proof. By Theorem A.2.58, the image f(X) is compact. By Theorem A.2.57, f(X)
is a closed and bounded subset of R. Hence, lub {f(z) |z € X} and glb {f(z) |z €
X} are both elements of f(X) and hence are the maximum and minimum of f over
X. O

Corollary A.2.60. Let (X,7) and (Y,7') be topological spaces, and let f : X =Y
be a continuous function onto Y. If X is compact, then so is Y.

Corollary A.2.61. Let X be a compact topological space. If a space Y is homeo-
morphic to X, then'Y is compact.
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A.25 Connectedness

We end this overview of point set topology with a discussion of connectedness.
The concept of connectedness is rather natural. We simply mean that we cannot
subdivide the topological space into two “parts, ” i.e., nonempty disjoint open
subsets.

Definition A.2.62. A nonempty topological space (X, 7) is called connected if
whenever X = U UV, where U and V are open and disjoint, then either U = ) or
vV =0.

As we will see, when proving results concerning connectedness, it is often useful
to assume the set is not connected and prove a contradiction. Consequently, we
present a definition and terminology for the negation of connectedness.

Definition A.2.63. Let (X, 7) be a nonempty topological space. A separation of
X is a pair (U, V) of nonempty open subsets such that UNV =0 and U UV = X.
If (X, 7) has a separation then we say it is disconnected.

Proposition A.2.64. Let (X, 7) be a topological space. A subsetY if connected if
and only if there does not exist a pair of open subsets U,V € T such that UNVNY =
andY CUUV.

Proof. The subspace Y is connected if and only if there exists a pair (U’, V') of open
subsets in (the subspace topology of) Y such that U'UV’ =Y and U'NV’ = . By
definition of the subspace topology, U' =Y NU and V' =Y NV for sets U,V € 7.
Since

Y=UuV=n)u¥nV)=YnUUV),

then Y Cc U UV. Similarly, since U' NV’ =0, then UNV NY = (. O

Proposition A.2.65. Let X be a topological space and let Y1 and Yy be two con-
nected subsets such that Y1 NYs # (. Then Y1 UYs is a connected subspace.

Proof. Assume the contrary, that Y3 UY5 is disconnected. Let (U, V') be a separation
of Y1 UYs. Then either Y1 C U or Y7 C V; otherwise (U N Y7,vNY;) forms a
separation of Y7, which is a contradiction since Y7 is connected. Similarly, Yo C U
or Yo CV. fYiCUand Yo CVorifYCVand Y CU, then Y1NY, =0, a
contradiction. If Yy C U and Yo C U or if Y; C V and Y, C V, then either V =0
or U = (), both contradictions. Hence, Y; U Y5 is not disconnected. O

The following proposition gives one of the key examples of connected topological
spaces.

Theorem A.2.66. Any interval I of R with the subspace topology is connected.
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Proof. Assume that there exists a separation (U, V) of I. Let a € U and b € V,
and without loss of generality suppose that a < b. By definition of an interval, we
have [a,b] C I. Calling A =U NJa,b] and B =V N [a,b], we see that [a,b] = AUB
and that AN B = 0.

Let ¢ = sup A. We show that c¢ is in neither A nor B, which leads to a contra-
diction since, by construction, ¢ < b and ¢ > a, and hence ¢ € [a, b].

Assume that ¢ € A. Then ¢ # b so ¢ < b. Since A is open in [a, b], there exists
an interval [¢,c+¢), with c+e < b, contained in A. Then c+¢/2 € A, contradicting
the hypothesis that ¢ = sup A.

Assume that ¢ € B. Then ¢ # a, so either ¢ = b or ¢ € (a,b), the open interval.
Since B is open, there is some interval (c—¢, c] in B. If ¢ = b, then c—¢/2 is greater
than any element in A, contradicting ¢ = sup A. If ¢ < b, then (c.b] C B and thus
[c,b] C B. Since B is open in I, then (¢ —¢,b] C B so again ¢ — /2 is greater than
any element in A, contradicting ¢ = sup A.

The theorem holds by contradiction. O

Definition A.2.67. Let (X, 7) be a topological space. A connected open subset U
is called a connected component of X if U = X or if (U, X — U) is a separation of
X.

Clearly, every topological space is a union of its connected components.

There is another common way to formulate a precise definition for the intuitive
notion of being connected, namely, deciding where it is possible to “get there from
here.”

Definition A.2.68. A topological space (X, 7) is called path-connected if for any
two points p, ¢ € X, there exists a continuous map + : [0, 1] — X such that y(0) = p
and y(1) = q.

Proposition A.2.69. If a topological space is path-connected, then it is connected.

Proof. Let (X, 7) be path-connected and assume that X has a separation (U, V).
Let p,g € X with p € U and ¢ € V, and let vy : [0,1] — X be a continuous curve
connecting p and q. Then

YHU)NATHV) =TI UNY) =97TH0) = 0.
On the other hand,
YHO)UATHV) =TI U UV) =97 )(X) = [0, 1].
By Proposition A.2.66, [0,1] is connected so this gives a contradiction because

v~ H(U) and v~1(V) would form a separation of [0,1]. We deduce that X is con-
nected. O
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Figure A.11: Connected but not path-connected.

This proposition allows us to quickly conclude that R™ and open balls B,.(p) in
R™ are connected topological spaces.

Though path-connected implies connected, the reverse is not true. This means
that connected and path-connected are not equivalent concepts. The following
example describes a subset of R? that is connected but not path-connected.

Example A.2.70. Let X be the subset of R? that is the union of the unit circle
and the image of the curve 7 : [1,00) — R? with

2 (t) = ((1 - 1) cos(2rt), (1 - 1) cos(27rt)> .

See Figure A.11. The subspace X is not path-connected since there is no path
connecting a point p € ([1,00)) to a point on the unit circle: any path from p
staying on y([1, 00)) moving toward the unit circle has infinite length, never reaching
the unit circle.

On the other hand, we claim that X is connected. The set v([1,00)) is clearly
path-connected and hence, by Proposition A.2.69, connected, as is the unit circle.
Assume there is a separation (U,V) of X, then v([1,00)) is in either U or V.
Without loss of generality, suppose that v([1,00)) C U. Then the unit circle is in
V. However, any open neighborhood of any point p on the unit circle intersects
~v([1,00)). Hence, U NV # (). This contradicts the assumption that X has a
separation and we conclude that X is connected.

PROBLEMS
A.2.1. Prove Proposition A.2.13.
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A.2.2.

A.2.3.

A.2.4.

A.2.5.

A.2.6.
A.2.7.

A.2.8.
A.2.9.

A.2.10.
A.2.11.

A.2.12.
A.2.13.

A.2.14.

Find all the topologies on the set {a,b,c}. How many different topologies exist
on a set of four elements?

Consider the topology 7 constructed in Example A.2.15. Prove that every open
set in 7 is also open in the topology 7’ induced from the Euclidean metric. Give
an example of an open set in 7’ that is not 7-open. (When these two facts hold,
one says that 7’ is a strictly finer topology than 7.)

Let 7 be the set of all subsets of R that are unions of intervals of the form [a, b).
Prove that 7 is a topology on R. Is 7 the same topology as that induced by the
absolute value (Euclidean) metric?

Prove that in a topological space (X, 7), a set A is open if and only if it is equal
to its interior.

Prove Proposition A.2.9.

Let (X, 7) be a topological space, and let A and B be any subsets of X. Prove
the following:

(a) (A%)° = A°.
(b) A° C A.
(¢) (ANB)°=A°NB°.
(d) A subset U C X is open if and only U = U°.
Find an example that shows that (A U B)° is not necessarily equal to A° U B°.

Let (X, 7) be a topological space, and let A and B be any subsets of X. Prove
the following:

(a) CI(C1A) =ClA.

(b) AcC ClA.

(¢) Cl(AUB)=ClAUCIB.

(d) A subset F' C X is closed if and only C1F = F.
Find an example that shows that C1(AN B) is not necessarily equal to CLANCI1 B.
Let (X,7) be a topological space, and let A be any subset of X. Prove the
following:

(a) ClA=A°UFrA.

(b) ClA—FrA=A°.

(¢) FrA=Fr(X — A).
Show that every open subset of R is the union of disjoint open intervals.

Let (X, D) be any metric space, and let A be any subset of X. Consider the
function f : X — RZ° defined by D(z, A), where RZ° is equipped with the usual
topology. (Note that [0,a) is open in this topology on RZ°.) Prove that f is
continuous. (The set f~*([0,7)) is sometimes called the open r-envelope of A.)

Let (X, D) be any metric space, and let A and B be closed subsets of X. Use the

previous exercise to construct a continuous function g : X — R such that g(a) =1
for all a € A and ¢(b) = —1 for all b € B.
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A.2.15.

A.2.16.

A.2.17.

A.2.18.

A.2.19.

A.2.20.
A.2.21.
A.2.22,

A.2.23.

A.2.24.

A.2.25.

A.2.26.

Let S? be the two-dimensional unit sphere in R3. Give S? the topology of a metric
induced on §? as a subset of R®. Suppose we locate points on S? using (0, ¢) in
spherical coordinates. Let f, : S? — S? be the rotation function such that

f(0,6) = 0+, 9).

Prove that f is continuous.

Let X be a topological space, and let f : X — R be a continuous function. Prove
that the set of zeroes of f, namely {z € X | f(z) = 0}, is closed.

Prove Proposition A.2.30.

Let (X,7) and (Y,7’) be topological spaces, and let f : X — Y be a function.
Prove that F is continuous if and only if for all closed sets F' C Y, the set f~!(F)
is closed in X.

Let R be the set of real numbers equipped with the absolute value topology. Prove
the following:

(a

) Any open interval (a,b) is homeomorphic to the open interval (0, 1).
(b) Any infinite open interval (a,+00) is homeomorphic to (1, 00).
)

)

(c
(d

Any infinite open interval (a,+0o0) is homeomorphic to (—oo, a).

The open interval (0, 1) is homeomorphic to the set of reals R. [Hint: Use
f(z) =tanx.]

(e) The interval (1, 00) is homeomorphic to (0, 1).
Conclude that all open intervals of R are homeomorphic.
Prove that a circle and a line segment are not homeomorphic.
Finish proving that the function f in Example A.2.34 is a homeomorphism.

Consider Z and Q as subsets of R equipped with the absolute value metric. Decide
whether Z and Q are homeomorphic.

Let (X, 7) and (Y, 7’) be topological spaces, and suppose that there exists a con-
tinuous surjective function f : X — Y. Define the equivalence relation on X
by

z~y <= f(z) = f(y).
Prove that X/ ~ is homeomorphic to (Y, 7’).

Find a quotient space of R? homeomorphic to each of the following: (a) A straight
line; (b) A sphere; (¢) A (filled) rectangle; (d) A torus.

Describe each of the following spaces:
(a) A finite cylinder with each of its boundary circles identified to a point.
(b) The sphere S? with an equator identified to a point.
(c) R? with points identified according to (x,y) ~ (—z, —y).

Find an open cover of the following sets that does not contain a finite subcover:
(a) R; (b) [0,1); (c) (0,1).
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A.2.27.

A.2.28.

A.2.29.

A.2.30.

A.2.31.

A.2.32.
A.2.33.

A.2.34.

A.2.35.

A.2.36.

Let K be a subset of a metric space (X, D). Prove that K is compact if and only
if every sequence in K has an accumulation point in K.

Let K be a compact subset of a metric space (X, D). Show that the diameter
of K is equal to D(z,y) for some pair z,y € K. Prove that given any =z € X,
D(z, A) is equal to D(z,y) for some y € K.

Let X be a compact topological space, and let { K, }52; be a sequence of nonempty
closed subsets of X, with K,,+1 C K, for all n. Prove that ﬂ:;l K, is nonempty.

Prove that the union of finitely many compact spaces is compact. Is the intersec-
tion of two compact sets necessarily compact?

Prove that the set R equipped with the finite complement topology (see Example
A.2.14) is not Hausdorff.

Prove Corollary A.2.60.

Let f: X — Y be a continuous map between topological spaces. Show that if X
is connected, then f(X) is connected in Y.

Decide with proof if A = {(2,y) € R*|z > 0 and (y = 0 or y = 1/2)}, with the

subset topology from R2, is connected or disconnected.

Show that the Cartesian product of two connected topological spaces is again
connected.

Show that as subsets of R?, the union of two open balls X = B1(—1,0) U B1(1,0)
is disconnected but that Y = X U {(0,0)} is connected.



APPENDIX B

Calculus of Variations

B.1 Formulation of Several Problems

One of the greatest uses of calculus is the principle that extrema of a continuous
function occur at critical points, i.e., at real values of the function, where the first
derivative (partial derivatives when dealing with a multivariable function) is (are
all) 0 or not defined. In practical applications, when we wish to optimize a certain
quantity, we write down a function describing said quantity in terms of relevant
independent variables, calculate the first partials, and solve the equations obtained
by setting the derivatives equal to 0 or undefined.

Many other problems in math and physics, however, involve quantities that do
not just depend on independent variables but on an independent function. Some
classic examples are problems that ask us to find the shortest distance between
two points, the shape with fixed perimeter enclosing the most area, and the curve
of quickest descent between two points. Calculus of variations refers to a general
method to deal with such problems.

Let [z1,22] be a fixed interval of real numbers. For any differentiable function
y : [21,22] — R, the definite integral

1)~ | " fay.y) do (B.1)

is a well defined quantity that depends only on y(x) when the integrand f is a
function of the arguments x, y, and y’. We can view the above integral I as a
function from C*([z1,z2],R), the set of all continuously differentiable functions
from [z7,x2], to R. The problem is to find all functions y(z) for which I(y) attains
a minimum or maximum value for all y € Cl([z1,72],R). Unlike optimization
problems in usual multivariable calculus that involve solving algebraic equations,
this initial problem in the calculus of variations involves a second-order differential
equation for which the constants of integration are fixed once we set y(z1) = y; and

y(r2) = ya.
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Many generalizations to this first problem exist. For example, similar to opti-
mization problems in multiple variables, we may impose certain conditions so that
we consider only a subset of functions in C*([z1, 2], R) among those to optimize
I(y). In another direction, we may seek to optimize the double integral

I(w) //Df(z,y,w,gi),gl;) dA

where D is a region of R? and w is a two-variable function. The solution would be
a function w € C'(D,R) that produces the maximum or minimum value for the
integral. Of course, we can consider situations where the unknown function w is a
function of any number of variables. As a third type of generalization, we consider

the integral
t2 de dy
I ) = (tv Y 7.0 77> dta
(z,y) /tlf Rt

where I(z,y) involves two unknown functions of one independent variable ¢.

Finally, we may then consider any number of combinations to the above gen-
eralizations. For example, the isoperimetric problem — the problem of finding the
shape with a fixed perimeter and maximum area — involves finding parametric
equations x(t) and y(¢) that produce a simple closed curve that maximizes area
(a one-variable integration by Green’s Theorem), subject to the condition that the
perimeter is some fixed constant.

The following sections follow the excellent presentation given in [58].

B.2 Euler-Lagrange Equation
B.2.1 Main Theorem

Many problems in calculus of variations amount to solving a particular differential
equation called the Euler-Lagrange equation and variants thereof. However, all the
theorems that justify the use of the Euler-Lagrange equation hinge on one lemma
and its subsequent generalizations.

Lemma B.2.1. Let G be a continuous real-valued function on an interval [x1,x2).

If
/ n(x)G(z)dx =0 (B.2)

for all continuously differentiable functions n(x) that satisfy n(z1) = n(z2) = 0,
then G(z) =0 for all x € [x1, z4].

Proof. We prove the contrapositive, namely, if G is not identically 0 then there
exists some function n(x) on [x1,zs] that does not satisfy Equation (B.2). If we
assume that G is not identically 0, then there exists ¢ € [x1, z2] such that G(c) # 0.
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By continuity, there exist a,b such that z, < a < ¢ < b < x4 and G(z) # 0 for all
x € [a,b]. Now consider the function

0, for 71 < < a,
n(z) = < G(c)(x — a)?(x — b)?, fora <z <b,
0, for b <z < x3.

The function n(z) is continuously differentiable, and we have

T2 b
/ n(x)G(z)dx = / G(c)G(z)(z — a)?(x — b)? du.

The integrand on the right is nonnegative since G(x) has the same sign as G(c¢) and,
by construction, equal to 0 only at z = a and = = b. Consequently, the integral on
the right is positive. This proves the lemma. O

Let us consider the first problem in the calculus of variations, in which we wish
to optimize the integral in Equation (B.1), with the only condition that y(x1) = y1
and y(x2) = yo. The general tactic proceeds as follows. Assume y(z) is a function
that optimizes I(y). Let n(x) be an arbitrary continuously differentiable function
on [x1, 2], with n(z1) = n(x2) = 0. Define the one-parameter family of functions
Y. by

Ye(z) = y(a) + en().

Obviously, for all e, we have Y.(x1) = y(z1) = y1 and Ye(22) = y(z2) = y2. For
shorthand, we define

I(e / [z, Y, Y])d

With this notation, we see that 1(0) = I(y), and since y(z) is an optimizing function,
then
r'©)=0 (B.3)

no matter the choice of arbitrary function n(z).
To calculate the derivative in Equation (B.3), we obtain

ey= [T (2L oF oY / of . of ,
I(E)_/zl (3Y 9= oy’ aa>dx_ 21 <8Yn+8Y’n)dm’

where g—{; means explicitly %(I’ Y.(z),Y!(z)) and similarly for %. Setting Equa-

tion (B.3) then becomes

I’(O)f/ (afn+§f,))dw:0.

Z1
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Integrating the second term in this integral by parts, we obtain

1) = [go@] "+ [ (55 )nas

[ (G-t pe-e

1

Applying Lemma B.2.1 to the above equation proves the following theorem.

Theorem B.2.2. Let y : [x1,22] — R be a function that optimizes

T2
1) = [ fawy)de
z1
Then y satisfies the differential equation

which is called the Euler-Lagrange equation.

Just as a solution x¢ to f'(x) = 0 is not necessarily a maximum or minimum,
a function that satisfies this equation is not necessarily an optimizing function.
Consequently, we call a solution to Equation (B.4) an extremizing function. Un-
derstanding that gj means f,/(z,y(x),y'(z)), we notice that the Euler-Lagrange
equation is a second-order differential equation of y in terms of x.

Since Equation (B.4), and in particular the left-hand side of this equation, occurs

frequently, we define it as the Lagrangian operator £ on a function f(x,y,y’), where
y is a function of z, by
_of 4 ( af )

ﬁ(f)—@—% oy’

This £(f) is a differential operator on functions y in C2([z1, z2], R) because for any
given y(z) function, £(f)(y) is a continuous function over [z1,z3]. Note that £ is
a linear transformation in f. On the other hand, whether the differential equation
L(f) =0 is a linear operator in y(x) depends on f.

B.2.2 Brachistochrone Problem

At the turn of the 18th century, Johann Bernoulli posed the problem of finding the
path in space that a particle will take when travelling under the action of gravity
between two fixed points but taking the shortest amount of time. To be precise, the
problem assumes no friction, a simple constant force of gravity mg (where m is the
mass of the particle and g the gravity constant), and an initial velocity v; that is
not necessarily 0. This problem became known as the “brachistochrone” problem,
the roots of which come from the Greek words brachistos (shortest) and chronos
(time).
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We suppose the two fixed points A and B lie in a vertical plane that we can
label as the zy-plane, with the y-axis directed vertically upward and the z-axis
oriented so that passing from A to B means an increase in z. Let A = (x1,y1)
and B = (z2,y2) so that any curve y(x) connecting A and B satisfies y(x1) = y;
and y(x2) = y2. Note that though the shape of a curve from A to B is a function
y(z), a particle moving along this curve under the action of gravity travels with
nonconstant speed.

The speed along the curve is given by v =
satisfies

ds where the arclength function s(z)

ds 2
L =i+ vw)”

The total time T of descent along the path y(x) is given by the integral
T=x2 T2 dS T2 1 + 1\2
T:/ 1,dt:/ f:/ VITW),,
T=T1 ] v ] v
Since there is no friction and since gravity is a conservative force, the sum of the

kinetic energy and potential energy remains constant, namely,

1 2 1 2
imvl + mgy; = gmv + mgy.

Solving for v we obtain

= \Jvi +29y1 — 29y = \/29V/yo — v,

where yo = y1 + (v}/2g) is the height from which the particle descended from rest
to reach v; at height y;. The time of travel is

Ji/i 1;— >3

and finding the path with the shortest time of travel amounts to finding a function
y(z) that minimizes this integral.
Applying the Euler-Lagrange equation, we label the integrand in Equation (B.5)

as

1+ ()?

Vio—y
Notice that this problem has one simplification from the general Euler-Lagrange
equation: f does not depend explicitly on z. This fact allows us to make a useful
simplification. The chain rule gives

a _or, or, .or_ or, .of

de Oz 8y+ ay 8y+ 8y

f(xayvyl) = (B6)
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since f does not depend directly on z. However,
d af af d /of
A 2) 5L vk ().
dx \” Oy oy dx \ 0y
SO
df d s ,0f (O0f d Of d s ,0f
Lo L) v (- 2 () - 05
dr dx\” Oy Oy dx\0y dz \" Oy
where the second term in the middle expression is identically 0 due to the Euler-
Lagrange equation. Integrating both sides with respect to x we obtain

Of .

for some constant C. Using the specific function in Equation (B.6), we obtain

(v)? VW)
Vo —y) 1+ (y)?) VYo — Y

dy

72> we obtain

Solving for 3y’ =

dy _ VO™ = (yo—y)
dx VYo —Y 7
which, upon taking the inverse and integrating with respect to y, becomes

= v¥ — ¥y
N T o

Using the substitution
1,0
Yo—Y = o2 s 9

the integral in Equation (B.7) becomes

1 0 1 1
x = —E/sin2 §d9 = _ﬁ/l —cosfdf = TCQ(Sine —0) + xo, (B.9)
where z( is some constant of integration. Rewriting Equation (B.8), setting a =
1/(2C?), and substituting t = —6, we obtain the equations

x =z + a(t — sint),
y =1yo — a(l — cost).

Obviously, these equations do not give y as an explicit function of x but do show
that the path with most rapid descent is in the shape of an upside-down cycloid.
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B.3 Several Dependent Variables
B.3.1 Main Theorem

A first generalization to the basic problem in the calculus of variations is to find n
twice-differentiable functions x1(t),...,z,(t) defined over the interval [t1, o] that
optimize the integral

/ fxe, oy, 2,2l 1) dt. (B.10)

We follow the same technique as in Section B.2. Label 21 (t),...,z,(t) as the actual
optimizing functions and define corresponding one-parameter families of functions
by

Xz(t) = l‘z(t) + Effi(t),

where & (t) are any differentiable functions with
&(t1) =&i(ta) =0 for 1 <i<n.

With the one-parameter families X;, we form the integral

ta
I(e) = F( X1, X, XY, X)) dt.

t1

Then I(0) = I, and since by assumption the functions z1, ..., z, are the optimizing
functions, we must also have I'(0) = 0.
Taking the derivative of I(e) and using the chain rule, we have

af af of
51+"'+ﬁ§ 8X’£1 8X’

"o
tl 6X1

I'(e) = ¢ dt,

where by df/0X; we mean the partial derivative to f with respect to the variable
that we evaluate to be the one parameter of functions X;. Regardless of the arbitrary
functions &;, setting € = 0 replaces the family of functions X; with the function z;.
Using the same abuse of notation for df/0x;, we have

tga
P [ B B Uy O

Since this equation must hold for all choices of the functions z;, we can in particular
set {; = 0 for all indices j # 7. Then we deduce that

to
/ of -+8f§dt70 for all 4.
tl 81‘1

¢ dt =
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Integrating the second term in the above integral by parts and using the fact that
&i(t1) = &i(t2) = 0, we obtain

ta
/t1 (gaj; B i(gj;))&dt =0.

Then using Lemma B.2.1, we deduce the following theorem.

Theorem B.3.1. Consider the integral
ta
I= fxe, .o, 2, .. 2l ) dt,
t1

where f is a continuous function and each x;(t) is a twice-differentiable function

defined over [t1,t3]. Then the functions x1,xs, ..., x, optimize the integral I if and
only if

of d/of .

3xi_£<67x;):0 forall1 <i<n.

Here again, if f is a function as defined in the above theorem, we define the
Lagrangian operator £; or £, as

Li(f)

of d/of
- ox; _%(Tm’b)

B.4 Isoperimetric Problems and Lagrange Multipliers
B.4.1 Main Theorem

In this section, we approach a new class of problems in which we desire not only to
optimize a certain integral but to do so considering only functions that satisfy an
additional criterion besides the usual restriction of continuity. In all the problems
we consider, the criteria consist of imposing a prescribed value on a certain integral
related to our variable function. More precisely, we will wish to construct a function
x(t) defined over an interval [t1,t5] that optimizes the integral

1= /:2 [z, t)dt, (B.11)

subject to the condition that
ta
/ g(z, o' t)dt = J (B.12)
ty

for some fixed value of J. It is assumed that f and g are twice-differentiable func-
tions in their variables. Such a problem is called an isoperimetric problem.
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Following the same approach as in Section B.2, we label z(t) as the actual op-
timizing function to the integral in Equation (B.11), which we assume also satisfies
Equation (B.12), and we introduce a two-parameter family of functions

X(t) = a(t) + e1&1(t) + e282(1),
where &;(t) and &»(¢) are any differentiable functions that satisfy

&1(t1) = &(t) = &i(te) = &a(t2) = 0. (B.13)

The condition in Equation (B.13) guarantees that X (t1) = z(¢1) = z1 and X (t2) =
z(te) = o for all choices of the parameters £; and e2. We use the family of functions
X (t) as a comparison to the optimizing function z(¢), but in contrast to Section
B.2, we need a two-parameter family, as we shall see shortly.

We replace the function z(t) with the family X (¢) in Equations (B.11) and (B.12)
to obtain

ta
I(€1v€2):/ f(X7X/at)dt

t1

and .
J(€1,€2) :/ g(X7X/,t)dt.

t1

The parameters £1 and €2 cannot be independent if the family X (¢) is to always
satisfy Equation (B.12). Indeed, since J is constant, £1 and €5 satisfy the equation

J(e1,82) =J (a constant). (B.14)

Since z(t) is assumed to be the optimizing function, then I (g1, e2) is optimized with
respect to £1 and g9, subject to Equation (B.14) when £; = e = 0, no matter the
particular choice of &;(t) and &> (t).

Consequently, we can apply the method of Lagrange multipliers, usually pre-
sented in a multivariable calculus course. Following that method, I(e1,e2) is opti-
mized, subject to Equation (B.14), when

ol 8J
2 for i = 1.2, and

oz, e, ore=Ls an (B.15)
J(€1,€2):J,

where ) is a free parameter called the Lagrange multiplier. In order to apply this
to Euler-Lagrange methods of optimizing integrals, define the function

fra, ol t) = fa,a',t) = Ag(a, 2’ t).
Then the first two equations in Equation (B.15) are tantamount to solving
of
8si o

Following a nearly identical approach as in Section B.2, the details of which we
leave to the interested reader, we can prove the following theorem.

0.



412

B. Calculus of Variations

Theorem B.4.1. Assume that f and g are twice-differentiable functions R? — R.
Let x : [t1,t2] — R be a function that optimizes

ta
I= flx, ' t)dt,

ty
subject to the condition that
ta
J = gz, 2’ t)dt
ty
remains constant. Then x satisfies the differential equation
af* d (8 f*) ~0

Ox  dt\ oz

(B.16)

where f* = f — Ag. Furthermore, the solution to Fquation (B.16) produces an
expression for x(t) that depends on two constants of integration and the parameter
A and, if a solution to this isoperimetric problem exists, then these quantities are
fized by requiring that x(t1) = 1, x(t2) = x2, and J be a constant.

Many generalizations extend this theorem, but rather than presenting in great
detail the variants thereof, we present an example that shows why we refer to the
class of problems presented in this section as isoperimetric problems.

B.4.2 Problem of Maximum Enclosed Area

Though simple to phrase and yet surprisingly difficult to solve is the classic question,
“What closed simple curve of fixed length encloses the most area?” Even Greek
geometers “knew” that if we fix the length of a closed curve, the circle has the
largest area, but no rigorous proof is possible without the techniques of calculus of
variations.

To solve this problem, consider parametric curves & = (z(t),y(t)) with ¢t €
[t1,t2]. We assume the curve is closed so that #(t;) = #(t2) and similarly for all
derivatives of . The arclength formula for this curve is

ta
S= | V@)?+(y)*d,
t1
and by a corollary to Green’s Theorem, the area of the enclosed region is

to
A:/ ay’ dt.
t1

Therefore, we wish to optimize the integral A, subject to the constraint that the
integral S is fixed, say S = p.
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Following Theorem B.4.1 but adapting it to the situation of more than one
dependent variable, we define the function

[ @2 g,y t) = oy — Aa? +y2,

and conclude that the curve with the greatest area satisfies

‘Cw(f*)v
{ﬁy(f*). (B.17)

Taking appropriate derivatives, Equation (B.17) becomes

4 + )\i xil =0
y dt\ /272 + Y2 R
d y
— - A——=| =0,
dt /$/2 +y/2

and integrating with respect to ¢, we obtain

x
y+A 2 i C1,
VT y;l— Y
Xr — A = n = CQ.
x Y
From this, we deduce the relation
(x—C2)*+ (y— C1)* = N2, (B.18)

which means that the curve with a given perimeter and with maximum area lies
on a circle. Since the curve is closed and simple, the parametric curve Z(t) is an
injective function (except for Z(t1) = Z(t2)), and the image is in fact a circle, though
there is no assumption that & travels around the circle at a uniform rate. That the
Lagrange multiplier appears in Equation (B.18) is not an issue because, since we
know that the perimeter is fixed at p, we know that \ = p/2m.
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APPENDIX C

Further Topics in Multilinear Algebra

Chapter 4 offers only a brief introduction to multilinear algebra. This appendix
supplies a few more short topics with close connections to k-volume formulas in R"™.

C.1 Binet-Cauchy and k-Volume of Parallelepipeds

The article [30] develops the connection between the wedge product of vectors in
R™ and analytic geometry. Most important for applications to differential geometry
is a formula for the volume of a k-dimensional parallelepiped in R™. The authors
of [30] give the following definition.

Definition C.1.1. The dot product of two pure antisymmetric tensors in /\’c R™ is

G by be @ - by
L . - - dy by dz-by do - by,
(dyNdg N Nag) - (by Aba A Aby) = ]

ak'gl dk'gz ak'gk

It turns out that this definition is equivalent to the usual dot product on /\k R"
with respect to its standard basis, namely,
{€, N€iy N - N€Ei, }y with 1 <idp <idg < -+ < <n.
The equivalence of these two definitions is a result of the following combinatorial
proposition.

Proposition C.1.2 (Binet-Cauchy). Let A and B be two n X m matrices, with
m < n. Call Z(m,n) the set of subsets of {1,2,...,n} of size m and for any
S € I(m,n) ,denote Ag as the m x m submatriz consisting of the rows of A indexed
by S (and similarly for B). Then

det(BTA)= > (det(Bs))(det(As)).

SeZ(m,n)

415
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Proof. Let A = (a;;) and B = (b;;), with 1 <i <nand 1 < j < m. The matrix
BT A is an m X m-matrix with entries

n
Z bjiaj,
j=1
indexed by 1 < 4,k < m. Therefore, the determinant of BT A is

det(BT A) = Z sign(a)( z": bjlla,jlg(l)) ( 2”: bjzgajzo_(2)> ( zn: bjmmajma(m)>a

0ESm Ji=1 J2=1 Jm=1

where S, is the set of permutations on the set {1,2,...,m}. Then, after rearranging
the order of summation, we have

det(BTA) = Z Z Z e Z sign(0)bj 10,2 - 05, m @, 0(1) Wi (2) gy (m)

0€Sm j1=1j2=1 Jm=1

n n n
)BDIEEDS bjllbjﬂ”'bjmm( > Sign(a)%‘w<1>%o<2>"'ajmo<m))-

Ji=1j2=1 Jm=1 oESm

Because of the sign of the permutation, any term in the summation where not all
the j; are distinct is equal to 0. Therefore, we only need to consider the summation
over sets of indices j = (j1,J2,--.,dm) € {1,...,m}"™, where all of the indices are
distinct. We can parametrize this set in an alternative manner as follows. Let
Z(m,n) be the set of indices in increasing order, i.e.,

I(man) = {(j13j27"'ajm) € {1,,’/L}m‘1§]1 <j2 < <jm Sn} (Cl)

The set Z(m,n) x Sy, is in bijection with the set of all m-tuples of indices that are
distinct via

(.ja U) = (j0(1)7 s ajo’('rn))'

We can now write

det(BT A)
= Z Z bjey1b5, 2 bjﬂm)m( Z SI81(9)a;, ()0 (1), (2)0(2) - 'ajﬂm)a(m))
JEZ(m,n) TESm TESm
= Z Z bjﬂ'(l)lbjr(Q)Z T bjT(m)m Sign(T)( Z Sign(gl)ajla'(l)aj2d'(2) T ajmﬂ/(m)>
JEZ(m,n) TESM o’ €Sm

= Z Z Sign('r)bjTu)lbjf(z)? T bj-r(m)m det Aj,
JEZ(m,n) TESm
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where Aj is the m x m submatrix obtained from A by using only the rows given in
the m-tuple index j. Then we conclude that

det( BTA Z Z sign(r 117—1(1)193'27.—1(2) e bjmT—l(m) det A;
JEZ(m,n) TESH

= Y (detBj")(det A4;),

J€Z(m,n)
and the proposition follows since det(C' ") = det(C) for any square matrix C. [

Corollary C.1.3. Definition C.1.1 is equivalent to the dot product on /\k R™ with
respect to the standard basis.

Proof. If dy,ds,...,dy is a k-tuple of vectors in R"™, call A the n x k-matrix that
has the vector d@; as the ith column. Define P(n,k) as in Proposition C.1.2. For
any subset S of {1,2,...,n} of cardinality k, define

—

€s = €g, N€gy N NEg,,

where S = {s1,89,..., Sk}, with the elements listed in increasing order. It is not
hard to check that

iy Nag N Nig =y (det(Ag)) Es. (C.2)
SeP(n,k)
The corollary follows immediately from Proposition C.1.2. O

As with a usual Euclidean vector space R™, we define the Euclidean norm in the
following way.

Definition C.1.4. Let a = @ Ady A --- Ad € A\"R™. The (Euclidean) norm of
this vector is

||(‘1’1/\&’2/\~--/\6k||:\/a-a.

Corollary C.1.5. The k-dimensional volume of a parallelepiped in R™ spanned by
k vectors V1, Vs, ..., U is given by

HUI /\172/\-"A17k||.

Proof. It is a standard fact in linear algebra (see [14, Fact 6.3.7]) that the k-volume
of the described parallelepiped is y/det(AT A), where A is the matrix that has

the vector ¥; as the ith column. The corollary follows from Definitions C.1.1 and
C.1.4. O
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PROBLEMS
C.1.1. Use the results of this section to calculate the surface of the parallelogram in R®
spanned by
1 4
v=|-3 and W=| 5
7 -2

C.1.2. Calculate the 3-volume of the parallelepiped in R* spanned by
0 3 5

—

o
|

w

C.1.3. Using the same vectors @, l_;, and ¢ in the previous exercise, determine all vectors
Z such that the four-dimensional parallelepiped spanned by &, b, ¢, and ¥ has
dimension 0.

C.1.4. Verify the claim in Equation (C.2).

C.1.5. A Higher Pythagorean Theorem. Let a, l_;, and € be three vectors in R™ that are
mutually perpendicular.

(a) Prove that
laAb+anc+bad?=|anbl>+l@anel®+bAe)l°

(b) Consider the tetrahedron spanned by @, b, and €. Let Sc be the face spanned
lgy a and b, Sp be the face spanned by @ and ¢, Sa be the face spanned by
b and ¢, and let Sp be the fourth face of the tetrahedron. Deduce that

SA + Sb + S& = Sh.

C.2 Volume Form Revisited

In Example 4.6.24, we introduced the volume form on R" in reference to the stan-
dard basis. This is not quite satisfactory for our applications because the standard
basis has internal properties, namely that it is orthonormal with respect to the dot
product. The following proposition presents the volume form on a vector space in
its most general context.

Proposition C.2.1. Let V be an n-dimensional vector space with an inner product

(,). Then there exists a unique form w € A" V* such that w(éy,...,&,) = 1
for all oriented bases (€1,...,€,) of V that are orthonormal with respect to {, ).
Furthermore, if (i, ..., uUy,) is any oriented basis of V', then

w=Vdet AT A AT,

where A is the matriz with entries A;j = ((U;, 4;)).
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Proof. Let (i, .., u,) be any basis of V and let 7=, a'd; and @ = >, b
two vectors in V' along with their coordinates with respect to (_' .y U
by the linearity of the form,

) Then

(0,0) = > a'V (i, il;) = 57 Ad.

ij=1

We remark that det A # 0 because otherwise there would exist some nonzero vector
¥ such that A¥ = 0 and then (¥, ¥) = 0, which would contradict the positive-definite
property of the form.

The existence of an orthonormal basis with respect to (, ) follows from the
Gram-Schmidt orthonormalization process. If (€1,...,¢€,) is an orthonormal basis
with respect to (, ), then the associated matrix ((€;, €;)) is the identity matrix.

Given an orthonormal ordered basis £ = (€1,...,6,), let (e*!,...,é*") be the
cobasis of V*. Set w = &1 A ... A& Obviously, w(éy,...,&,) = 1. Now, if
B = (d1,...,4y,) is any other orthonormal basis of V' with the same orientation of
(€1,...,En), then det(MTM) = 1, where M is the transition matrix from coordi-
nates in (€1,...,€,) to coordinates in (iy,...,1,). Hence, det(M)? = 1, and the
assumption that (i1, ...,4,) has the same orientation as (€1,...,¢€,) means that
det(M) is positive. Thus, det M = 1.

By Proposition 4.1.6, the transition matrix from coordinates in (€*!,..., &*")
to coordinates in (#@*!,...,@*") is M~1. However, by Proposition 4.6.23, we then
conclude that

w=et A on@ =det(M) PN AT = TN AT

Since e*' A --- A& (eq,...,e,) = 1, then w evaluates to 1 on all bases of V that
are orthonormal and have the same orientation as {é1,...,é&,}.
Suppose now that {1, ...,4,} is any basis of V, not necessarily orthonormal.

Again let M be the coordinate change matrix as above. By definition [u;]e = Meé;.
Then we can calculate the coefficients of A by

Aij = (i, t05) =[], - [i0], = (M&;)" (Mé;) = &] M Meé;.
Hence, we have shown that A = M T M. We conclude that
w=det(M)@T* A--- AT = Vdet Ad A AT O

Definition C.2.2. Let (V,(-,-)) be an inner product space of dimension n. Then
the element w € A" V* defined in Proposition C.2.1 is called the volume form of V.

C.3 Hodge Star Operator

We conclude this section by introducing an operator on wedge product spaces /\IC V.
In this subsection, we assume throughout that (V, (-, -)) is a finite dimensional inner
product space.
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Exercise 4.2.4 introduced the bijection ¢ : V' — V* defined by ¥ (v) = \,, where
Ay(w) = (v, w) for all w € V. Exercise 4.2.5 gave steps to extend the inner product
(-,+) to an inner product {-,-)* on V* by defining

<)‘v7>‘w>* = (w,v} = <7},’LU>,
since (-,-) is symmetric. In other words, for all n,7 € V*,

(n,7)" = (W™ (), (7). (C.3)

From now on in this section, we drop the superscript * on the inner product extended
to the dual.

Proposition C.3.1. Let ny,...,nx, T1,...,Tk € V*. Setting
(MA AT A ATE) = det((, T5))

defines an inner product on /\k V=,
Proof. (Left as an exercise for the reader. See Problem C.3.3.) O

Definition C.3.2. Let (V,(-,-)) be an inner product space of dimension n, and
let w € A\"V* be the volume form. The Hodge star operator is the operator

* /\k V* — /\nfk V* that is uniquely determined by
G, T w=nAT
forall 7 € A" F vV~

The Hodge star operator has the following nice properties, which we leave as
exercises.

Proposition C.3.3. Let (V,(-,-)) be an inner product space. Let B = {e1,...,e,}
be a basis that is orthonormal with respect to (-,-), and let B cobasis of V*. Set w
as the volume form with respect to (-,-).

1. The Hodge star operator x is well defined and linear.

2. Viewing 1 as an element of R = /\0 V, then x1 = w.
3. For any k < n, then x(e** A--- Ae*F) = e* (BT Ao e¥n,
4. For any k-tuple (i1, ...,ix) of increasing indices,
*(e*T A Aet) = (signo) et Ao A etk
where the j; indices are such that {i1, ...,k 51, s jn-k} ={1,...,n} and o

is the permutation that maps the n-tuple (i1, ..., %k, j1,- -, jn—k) to(1,2,...,n).
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Example C.3.4. This Proposition allows us to easily calculate the Hodge star
operator of any (0, k)-tensor over V. For example, suppose that V' = R* is equipped
with the usual dot product and that (e, es, €3, e4) is the standard basis. Then using
the above Proposition, we calcualte that

*(6*1 +2€*2 +86*4) _ 6*2 /\6*3/\6*4 —26*1 /\6*3/\6*4 —86*1 /\6*2/\6*3.

The following proposition gives a formula for the coordinates of the xn in terms
of the coordinates of .

Proposition C.3.5. Let (V,{(-,)) be an inner product space. Let B = {uy,...,u,}
be any basis of V, and denote by {u*',... u*} its cobasis in V*. Let A be the
matriz with entries a;; = ((u;,u;)), and label a' as the components of the inverse

At Ifne /\k V*, with coordinates 1;,...;, , so that

— *1 *1
n= E Migoig W PN ANUTF,
1<y <+ <ip<n

then the components of xn with respect to B* are

Vdet A i

L S tehi
(K1) s = Ll kg @

Nhy ks (C4)

e

where €, ..., is the permutation symbol defined in (4.35).

n

Proof. By a calculation similar to the one in the proof of Proposition C.2.1 and
using the definition of the inner product on 1-forms given in Equation (C.3), we
determine that
<u*i’u*j> — aij7

i.e., the (i,7)th entry of the the inverse A~

As above, denote by w the volume form on V associated to (-, -).

A few preliminary notations will render the rest of the proof shorter. Recall the
set Z(m,n) defined in Equation (C.1). For any sequence i = (i1, ...,ix) € Z(k,n),
we denote by u*! the wedge product

u*l — u*ll /\"‘/\U*Zk.

Denote also by i’ the increasing sequence of length n — k such that {i,i’} =
{1,2,...,n}. We call i’ the complement of i. We define the permutation o; € S,, by
the permutation that maps the sequence (1,2,...,n) to the sequence (i,i’). Note
that the sign of the permutation satisfies

S1gNn oj = Eil'”ikill”'iikk .

Consider the kth wedge product uf. According to Definition C.3.2,

e TYw = ut AT (C.5)
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We know that {u™} for j € I(n — k,n) forms a basis of A" " V*. Thus, we can
write
*utt = Z cju™
JEI(n—k,n)

for some constants cj. However, Equation (C.5) imposes that (xu*!,u*) = 0 unless
j=1. We denote K = (xu*', u*"').
By Definition C.3.2, (*u*!', u*" Y)w = u™ A u*' so by Proposition C.2.1,

(e u)Vdet Aut A - AU = (signoy) w A AU

which implies that

(xu*t uMy = (signoy)/Vdet A &y,

where d; = 1 if j = i’ and equals 0 otherwise. On the other hand,

(e ) Z a(u ud) = Z crdet((A7Y)y),

1€Z(n—k,n) 1€Z(n—k,n)
where by Aj; we mean the minor of A consisting of the rows 1 = (I4,...,1,—x) and
columns j = (j1,.-.,Jn—k)- S0, we conclude that
_ sign oy
Z c det((A 1)1j) = — 6j,i’- (CG)
1€Z(n—k,n) Vdet A

To find the values of ¢; for a given i, we need to invert the matrix product
in Equation (C.6), or more precisely, find the inverse of the (}) x () matrix
det((A71);;). Though a little tedious to show, the following formula generalizes
the Laplace expansion formula for determinants. For any n X n matrix B, with
notations as above,

det B = Z (sign oy)(sign o3) det Byj det By/jr. (C.7)
JEI(k,n)

A slightly stronger result gives

Z det Bj;(sign on ) (sign o) det By =
J€Z(k,n)

detB ifh=i
{e i i, (C.8)

0 otherwise,
for all h € Z(k,n). Now multiplying Equation (C.6) by
(sign o ) (sign a;) det(A™ )iy,
summing the result over j € Z(n — k,n), and taking into account dj i/, we obtain

sign oj
det A

det(A™Ye, = (signon)(signoy) det(A M,
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which implies that
cn = (signoy) Vdet A det(A™ ).

From this we deduce that

n n
. ) vdet o o . .
*(u*u A A u*lk) = E R E Fekj'ghmjna'h“ L qdein (u*jk+1 Ao A u*j"),
=l ga=1 )

(C.9)
and the proposition follows by linearity of the Hodge star operator. O

We point out that one can loosen the conditions on the bilinear form (-, -) and
still define the Hodge star operator and obtain many of the same results. If we only
assume that (-,-) is symmetric and nondegenerate, then all the above propositions
hold except that one must replace det A with |det A| in Proposition C.3.5.

PROBLEMS

C.3.1. Let V = R* equipped with dot product and let (e1, ez, es3,e4) be the standard
basis. Calculate

(a) *(2e*' Ae*? Ae 4+ 5e* 2 Ae*d Aet?);
(b) *(17e*t Ae*? —3e*t Ae™ e A e).

C.3.2. Let V = R® equipped with dot product and let (e1, ez, e3) be the standard basis.
Let (u1,u2,us) with coordinates with respect to the standard basis as

1 1
Uy = 1 s U2 = 2 ) us 1
1 1 2

Use Proposition C.3.5 to calculate:
(a) *(du*t — Tu*? + 5u*?);
(b) *x(2u*! Au*? — 3u*t Au*?).
C.3.3. Prove Proposition C.3.1.
C.3.4. Prove Proposition C.3.3.

C.3.5. Let (V,(-,-)) be an inner product space. Prove that the composition x o x :
AV = A" V* is tantamount to multiplication on A® V* by (=1)*"=% Sup-
pose that (-,-) is a symmetric and nondegenerate bilinear form with signature
(p,q,0). Prove that in this case xo : A* V* — A" V* is tantamount to multipli-
cation on V* by (—1)Fm=R)(_1)p+e,
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bisector, 367
black holes, 360
boundary

of a manifold, 98
brachistochrone problem, 406
bundle

cotangent, 187

normal, 188

tangent, 184

vector, 180

calculus of variations, 403-413
canonical properties, 125
catenoid, 253, 263
center of curvature, 54
chain rule, 22, 62, 94
change of basis matrix, 8
chart, 67
Christoffel symbols

of a connection, 269
circle, 392
class C", 26
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closure, 371, 383
cobasis, 123
collar, 366
commutative diagram, 107
compact, 394
compact support, 230
compatible
connection with a metric, 273
differentiable structures, 73
complementary subspaces, 132, 143
complex
homology, 212
component functions, 1
components of a tensor, 151
cone, 19
configuration space, 310
conformal, 264
connected, 397
connected component, 398
connection, 45, 268
1-forms, 279
affine, 272
Levi-Civita, 273, 319, 353
Riemannian, 273
symmetric, 278
conservative
covector field, 242
force, 241, 243, 335
continuity
of a vector function, 9

of functions between metric spaces,

374

continuous, 9

between topological spaces, 385
continuous at a point, 386
contour diagram, 4
contraction, 153, 190, 264
contravariant, 126, 189

index, 151
convergence

pointwise, 372
coordinate neighborhood, 66
coordinate patch, 67

coordinate system
normal, 288
on a manifold, 67
orthogonal, 43
coordinates
curvilinear, 39
cylindrical, 40
elliptic, 47
orthogonal, 44
parabolic, 48
polar, 41
spherical, 42
toroidal, 48
cosmological constant, 354
Coulomb’s law, 334
covariant, 126, 189
index, 151
covariant curvature tensor, 296
covariant derivative, 269, 272
along a curve, 281
covector, 122
critical value, 28, 106
cross product, 153
curl, 211
current density, 337
curvature
of a space curve, 53
scalar, 302, 353
tensor, 293, 295
Ricci, 301
curvature tensor
covariant, 296
curve, 100
closed, 82
integral, 193
on a manifold, 82, 93
cusp, 106

D’Alembertian, 337

de Rham cohomology, 212
0;, 87

dense, 384

derivation, 87, 175
diameter, 367
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diffeomorphism, 80
differentiable
function between manifolds, 79
structure, 74
vector function, 16
differentiable structure, 78
differential, 16, 91
exterior, 207
differential form, 205
closed, 211
exact, 211
direct sum, 127
directional derivative, 85, 100
second-order, 24
disconnected, 397
divergence
of a vector field, 210
of tensors, 276
of vector fields, 264, 266
Divergence Theorem, 264
dot notation, 280
dot product
of antisymmetric tensors, 415
dual
transformation, 124
dual basis, 123
dual space, 122

Einstein field equations, 353
Einstein manifold, 304
Einstein metric, 304
Einstein summation convention, 126
Einstein’s conservation law, 351
Einstein’s constant, 354
Einstein, Albert, 252
electric charge, 337
electric potential, 335
electromagnetic force, 335
electromagnetism, theory of, 320, 334—
338, 353

embedding, 103
energy

kinetic, 241

potential, 243

energy-momentum relation, 331

energy-momentum tensor, 351

Enneper’s surface, 104

ESC (Einstein summation convention),
126, 129, 148

Euclidean space, 363

Euler-Lagrange equation, 309, 345, 406

exponential map, 287

exponential of a matrix, 59

exterior differential, 207

exterior product, 167

of forms, 206

Faraday’s law, 336
fiber
of a vector bundle, 180
first fundamental form, 84, 189, 254
flow, 193
flux, 351
four-velocity, 328
frame
inertial, viii
with respect to a coordinate sys-
tem, 40
F-related, 191
Frenet frame, 53
frontier, 383
function
analytic, 26
bounded, 366
bump, 227
cut-off, 228
differentiable, 16
extremizing, 406
holomorphic, 81
linear, 5
smooth, 26
function graph, 3, 78
fundamental group, 363
Fundamental Theorem
of Calculus, 245
of Line Integrals, 240

Gauss map, 93
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Gauss’s Linking Formula, 266
general linear group, 60
general relativity, 66, 348-360
generating subset

of an algebra, 174
geodesic, 283, 319

null, 331

spacelike, 331

timelike, 331
geodesic ball, 289
geodesic sphere, 289
graded algebra, 174
gradient, 18, 210
Grassmannian, 391
group, 139

half-space, 97
Hamilton’s principle, 309
Hamiltonian

function, 311

vector field, 317
Hamiltonian mechanics, 308-315
Hamiltonian system, 318
Hausdorff, 67, 378, 395
Heine-Borel Theorem, 394
helicoid, 253, 263
Hodge star operator, 266, 420
Hom space, 120
homeomorphism, 66, 387
homogeneous, 96

map, 84
homology, 363
homothetie, 387
Hopf map, 83, 96

identification map, 391
image
of a linear transformation, 6
immersion, 103
Implicit Function Theorem, 32
induced
vector field, 279
inertial frame, 52
inner product, 133

inner product space, 133, 419
integrating factor, 214
integration

of forms, 232
interior, 383
interior product, 215, 317
Inverse Function Theorem, 31
isometry, 143, 253

direct, 322
isoperimetric problem, 410
isotropic, 136

Jacobi equation, 300
Jacobi identity, 197
Jacobian, 16

Jacobian matrix, 16, 17

kernel
of a linear transformation, 6
Killing equation, 301
kinetic energy, 407
Klein bottle, 76, 112
Kronecker delta, 123
generalized, 155

Lagrange’s equations of motion, 309
Lagrangian, 309
density, 344
operator, 406, 410
Laplacian, 266, 337, 339
least upper bound, 366
Leibniz notation, 24
length, 253
level curves, 4
level set, 109
level surfaces, 4
Lie bracket, 196
Lie derivative, 198, 221
light cone, 326
light-year, 327
lightlike, 326
limit
of a vector function, 12
point, 384
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line bundle, 181
line element, 252
line integral, 239, 260
linear, 5
linear algebra

review of, 5-8
linking number, 266
Liouville form, 321
local maximum, 28
local minimum, 28
locally injective, 20
locally Minkowski, 348
Lorentz group, 142
Lorentz metric, 134

Lorentz transformation, 140-142, 323

lower half-space, 98
lower the index, 135, 260
loxodrome, 265

magnetic force, 335
manifold

C*, 67

analytic, 67

differentiable, 67

of dimension 0, 74

orientable, 113

oriented, 112, 234

piecewise-smooth, 234

pseudo-Riemannian, 330

Riemannian, 252

smooth, 67

topological, 67

with boundary, 98
matrix function, 58
Maxwell’s equations, 336
Mean Value Theorem, 20
Mercator projection, 290
metric

FEuclidean, 254

induced, 254

pseudo-Riemannian, 330

Riemannian, 252
metric function, 363
metric space, 134, 363

metric tensor, 353

metrizable, 380

Minkowski metric, 134
Minkowski space, 328
Minkowski spacetime, 140, 326
Mobius strip, 181, 393
moment of inertia, 159

momentarily comoving reference frame,

viii, 49
momentum, 308
4-vector, 350
generalized, 311

Nambu-Goto action, 343

negatively oriented, 60

neighborhood, 9, 370, 379
deleted, 12

Newton’s laws of motion, 241, 308

nondegenerate, 131
norm
Euclidean, 417
matrix, 22
normal vector, 49
null cone, 328

open ball; 9, 365
open cover, 394
orientation, 93
induce on boundary, 116
of a manifold, 115
on a boundary, 116
orientation-preserving, 265
orientation-reversing, 265
orthogonal, 132, 133, 253
orthogonal group, 60, 140

parallel

vector field, 281
parallel transport, 282
parametrization, 66
partial derivative, 14

on manifolds, 82
partition of unity, 226
path-connected, 398
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Peano curve, 389
perfect fluid, 352
permeability, 353
permutation

even, 156

odd, 156

sign of, 156, 165
phase space, 311
Poincaré ball, 264, 333
point

critical, 28, 106
Poisson bracket, 321
polar coordinates, 271
positive definite, 133
positively oriented, 60
potential energy, 407
principal normal vector, 53
principle of inertia, 321
principle of relativity

classical, 321
product

alternating, 186

symmetric, 186

wedge, 167
projective plane, 65
projective space

complex, 81

real, 71, 214, 390
proper time, 324, 326
pseudo-Riemannian manifold, 330
pseudometric, 330
pseudosphere, 289
pull-back, 216
push-forward, 91, 191

quotient map, 391
quotient set, 390

quotient topology, 391
quotient vector space, 128

radial force, 55
raise the index, 136
rank, 131

of a tensor, 146

regular surface, 254

regular value, 28, 106

Regular Value Theorem, 108
regularity condition, 66

restricted Lorentz group, 142
Ricci identities, 293

Riemann, Bernhard, 251, 252, 255

saddle point, 28
scale factors, 44
Schwarzschild metric, 358
Schwarzschild radius, 359
second countable, 67, 385
section, 189

global, 189

local, 189
separation, 397
separation property, 395
sequence, 371
sesquilinear form, 138
set

bounded, 367

closed, 368, 379

compact, 394

open, 368, 379

in R", 9

signature, 135
Six Degrees of Kevin Bacon, 365
space cardioid, 4
space-filling curve, 389
spacelike, 326
spacetime, 324
special linear group, 63
special orthogonal group, 60, 140
special relativity, 331
speed, 53, 257
sphere, 69, 109, 113, 258, 285
spherical pendulum, 312
standard basis, 1
stereographic projection, 69, 77, 83
Stokes’ Theorem, 245
stress-energy tensor, 349, 351
string theory, 340-346
subcover, 394
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submanifold, 103

embedded, 103
submersion, 103
subspace

Lagrangian, 136
support, 230
surface

regular, 66, 89
surface integral, 260
symmetric algebra, 173
symmetric product, 161
symmetrization, 161
symplectic

form, 315

manifold, 316

map, 316

vector space, 315
symplectomorphism, 316

tangent space, 86, 101
of R™, 88
tangent vector, 49
on manifolds, 85, 100
tensor, 146
curvature, 293
Einstein, 303, 354
electromagnetic field, 336
field, 189
metric, 353
multiplication, 153
numerical, 154
product, 186
pure, 146
Ricci, 301, 353
stress-energy, 349
tensor algebra, 173
tensor product, 146, 153, 190
timelike, 326
topological operator, 383
topological space, 379
topology, 363, 379
coarser, 383
discrete, 74, 380
FEuclidean, 61

finer, 383
finite complement, 382
induced on a subset, 390
point set, 363
quotient, 391
subset, 390
trivial, 380
Toricelli, 66
torque, 308
torsion tensor, 278, 292
torus, 195, 237, 262, 289
n-torus, 77
total space, 181
trace, 127, 262
trajectory, 193
transformation
linear, 5
transition function, 67
transpose, 138
transversal intersection, 111
triangle inequality, 134, 364
trivial bundle, 181
trivialization, 180

Uniformization Theorem, 304
upper half-space, 98

variation

field, 300

through geodesics, 300
vector

angular velocity, 50

binomal, 53

field, 189

principal normal, 53

unit tangent, 53
vector field

along a curve, 279
velocity, 53

vector, 257
volume

of a Riemannian manifold, 257

volume form, 170, 257, 419
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wedge product, 167
Weingarten equations, 94
Whitney sum, 186

work, 241

world line, 325

world sheet, 341
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