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Preface

This book is based on the lecture notes of the course Differential Geometry taught
at the Faculty of Sciences of the University of Porto in the academic years 1992—
93 and 1993-94. Students from different courses and with different mathematical
backgrounds attended the course and, consequently, its prerequisites were reduced
to Linear Algebra, Calculus (of one and several variables), and the study of curves
up to the Frenet trihedron. Furthermore, we avoided the introduction of certain
technical apparatus, such as Tensor Calculus, in order to insist instead on results
with accessible geometric content whose proofs, although possibly long, used more
elementary means.

That said, one understands why we have restricted ourselves to the study of curves
and surfaces in Euclidean space. But, in our opinion, even for students pursuing a
scientific career, this is the right approach for a first study of Differential Geometry,
grounding intuition and motivating the problems that arise in higher dimensions.

Although the idea was to reproduce, in order and content, the course notes, the
notes grew and included subjects not discussed in the lectures. There is a risk, when
teaching Differential Geometry at an introductory level, that the harvest of interesting
results will not compensate for the work spent in digesting definitions and assimilating
techniques. The digressions in this text may lead the student to discover some of the
richness of Differential Geometry which, by the imperative of bureaucratic “realism”,
is so often absent from the classroom.

The exercises included in the text are rarely routine, although few are really
difficult, and were chosen on the assumption that a good exercise, with a medium
level of difficulty, should reward the students’ effort by teaching them something.

Among the books we consulted, Manfredo do Carmo’s [6] deserves to be high-
lighted: some of the exercises and the structuring of some subjects come from there.
But several exercises are original, and the selection of themes and the composition of
the proofs reflect personal taste and work.

We now give some hints on how to use the book: Sections 1.1 — 1.3 cover subjects
probably already known to the student, and may be omitted in well-prepared classes.
Chapters 2—4 cover a basic course in Differential Geometry. Sections 3.3, 4.4 may be
omitted if time is tight. If time permits, a choice of topics from Chapter 1 (sections
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1.4 to 1.8) and Chapter 5 can be made; the interdependence between the various
sections of these chapters is indicated at the beginning of each chapter.

Porto, July 1996
Paulo Ventura Aratjo.
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Chapter 1 Spdies’

Differentiable Curves

The first three sections of this chapter contain the basics on curves, and, because of
their brevity, are rather a review of concepts and results, gathered in a form we will
use later; in the last five sections we will deal with subjects whose inclusion in the
course is optional. Section 1.5 should be read before 1.6 and 1.7, but otherwise, and
except for a few exercises, sections 1.4 — 1.8 are independent of each other.

1.1 Velocity and Arc Length

In the space R™ we will denote vectors by the symbols v, w and points by lowercase
consonants p, g. This space is equipped with a canonical Euclidean structure in which
the inner product of two vectors is the sum of the products of their components of
equal index, i.e. (v, W) = viwq + -+ v,w,,. The norm or length of a vector is given by
[v| = \/(v, V), and the angle between the nonzero vectors v and w is the only number
6 € [0, 7] such that

cosf = (v, w)

[vI 1wl
The distance between the points p and q is defined as the length of the vector p — g.

A parametrized curve is a continuous function @:/ - R ™ on an interval of R in
Euclidean n-dimensional space, and its trace is the image of that function. Writing
a(t) = (x1(2),...,xn()), the functions x; are the component functions of a. We say
that « is of class C* if each of its component functions has continuous derivatives of
all orders (if « is defined, for example, on a closed interval [a, b], then we require the
existence of all right-hand side derivatives at a and left-hand side derivatives at b).

The velocity vector of the curve is o’(t) = (x{(¢),...,x,(¢)) and, when nonzero,
points in the direction tangent to the curve at time ¢. Regular curves are those whose
velocity vector never vanishes and therefore have a well-defined tangent direction at
each instant.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 1
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2 1 Differentiable Curves

From now on, unless otherwise stated, by curve we mean a regular parametrized
curve of class C™.

The simplest example of a curve is a straight line p + #v, t € R, parametrized with
nonzero constant velocity v. Other examples are the circle (cos?, sinz) and, shown in
Fig. 1.1, the cloverleaf (cos 3t cost,cos 3t sint) and the helix (cost,sint,r).

Za Ya
N | A
NS >
-

Figure 1.1

One of the first questions to ask about a curve is how to compute its length. Assume
that the curve « is defined on a closed interval [a, b]. Take an arbitrary partition
a=1ty<t; <-- <ty =>b of that interval. The sum

ikx(n) ~ati)

gives the length of the polygonal line obtained by replacing, for each 1 <i < m,
the trace of the curve in the interval [#;_1,¢;] by the line segment joining a/(#;_1)
with a(#;) (see Fig. 1.2). The narrower and more numerous are the intervals of the
partition, the better the sum should approximate the length of the curve. In Exercise 3
of this section we show that the limit of these sums, as the maximum of the differences
t; — f;—1 tends to zero, is given by the integral fub |’ (¢)| dt, and this is how the length
(@) of the curve « is defined.
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a(t)

o(t)

o(t,)

Figure 1.2

Our first result reassures us as to the correctness of the definition just given, by
showing that the line is the shortest path between two points:

Proposition 1.1.1 Ler a:[a,b] — R" be a curve. Then I(a) > |a(b) — a(a)
equality holds if and only if the trace of « is a line segment.

, and

Proof We assume that a(b) # a(a), otherwise there is nothing to be shown. We
write a(b) - a(a) = |, ab @'(t) dt, an equality in which the right-hand side is the
vector whose coordinates are the integrals of the components of @’(¢). Forming the
inner product of both sides with the vector a(b) — a(a), we obtain

@) ~a(@f = [ (o' (1).0(6) - a(a))dr
b
< [Tl 0lla(®) - a(@)|d = 1(@)]a(b) - a(a)),

from which, simplifying, we obtain the desired inequality. For equality to hold, the
Cauchy-Schwarz inequality

(@'(1).a(b) - a(a)) <o/ (1)]|a(b) - a(a)]

will have to reduce to an equality for all ¢ € [a, b], which happens if and only if @' (t)
is a positive multiple of @(b) — a(a) — i.e., if and only if the trace of « is the line
segment joining a@(a) to a(b). ]

The value v(t) = |@’(¢)] is the scalar velocity of the curve « at time ¢, and

S(1) = /:v(r)dr

is the arc length function. When the scalar velocity is constant, the arc length is
proportional to time. We recall that the curve & is a reparametrization of @ if @ = @ o h,
for some increasing diffeomorphism h:J — [ between intervals of R. (If & were



4 1 Differentiable Curves

decreasing, then we would obtain a curve with the same trace as « but with reversed
orientation — that is, traversed in the opposite direction.) Let us now show, by
defining a suitable function h, that it is possible to reparameterize « so that @ o h has
constant scalar velocity, equal to 1.

Since §’(t) = v(¢) > 0, the function S is increasing and sends [a, b] diffeomor-
phically onto the interval [0,/(@)]. Defining & as the inverse of S, and putting
a(s) = @o h(s), we have

L
v(t)

where ¢ = h(s), and from this we see that |@'(s)| = 1 for all s in [0,/(a)].

We say that a curve is parametrized by arc length when it is traversed with constant
scalar velocity equal to 1, regardless of whether the time at which the parameterization
starts is zero.

& (s) = W' (s)a' (h(s)) = ——a’ (1),

Exercises

1. Let a:[a,b] = R™ and B:[¢,d] = R" be two regular, injective curves with the
same trace. Show that the function 8! o a:[a, b] — [c, d] is differentiable and its
derivative never vanishes.

2. Let a(t) = (e? cost, e’ sint), where b is a negative constant and # € R .
(a) Sketch the trace of a.
(b) Check that « has finite length on [z, +oo[ and compute it.

3.Leta(t) = (x1(1),...,x.(2)), t € [a, b] be a curve of class C'. Show that

(a) given g > 0, there exists ¢ > 0 such that for all 1 < k < n,

[t —s|<6=

() = xi(s) -xp ()| < &

t_

(b) for the € and § just obtained, if a =ty < ] < --- < f,,, = b is a partition of [a, b]
such that t; —t;_1 < ¢ for all 1 <i < m, then

m

S () - i) - iw'(nn(ri Ct)

i=1

<v/n(b-a)e;

(c) the limit of sums

m
Z|a(l,~)—a(li_1)|, as max (li—li_l) -0,
izl 1<ism

is [Pl (1)) dt.

4. A curve a:[a,b] - R" is called rectifiable if the supremum of the sums
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m
2 la(n) —a(tion)l,
i=1

where 1) < 1| < -+ < t,,, is some partition of [a, b], is finite. We call this supremum
the length of .

(a) Show that, for curves of class C!, this new definition of length is equivalent to
the previous one.

(b) Does a rectifiable curve necessarily have derivatives at all points?

(¢) Is it true that the graph of any continuous and monotone function [a,b] = R
is a rectifiable curve?

(d) Consider the Weierstrass example of a continuous function [0,1] — R that is
nowhere differentiable (see [24], chapter 23, Theorem 5), and find out whether the
graph of this function is rectifiable.

1.2 Acceleration, Curvature and the Frenet Trihedron

In this section we only consider curves in three dimensional Euclidean space. In the
previous section we learned how to compute the length of a curve with the help of its
velocity or first derivative. This calculation does not exhaust the analysis of a curve,
since it tells us nothing about the shape it can take, and does not distinguish a line
from a circle. To proceed we will also have to take into account the second derivative.

Given a curve a:I — R3, the tangent unit vector to « is 7(t) = %t)o/(t). If
a@(r) = @ o h(r) is a reparametrization of « then the unit vector tangent to & is given

by ¥ = 7 o h. Hence, defining #(r) = |@’(r)|, we have

5(r) = (voh(r))h'(r),
7 (M) = 7" (h ()[R (7).

If we put
1

v(1)

and denote by & the analogous function for &, then we see that k = k o h. The quantity
k(t) is the curvature of @ at the point (7). The preceding calculations show that the
curvature does not depend on the way the curve is traversed but only on the point
at which it is computed, and does not change even when we reverse its orientation.
We can thus assume, whenever convenient, that the parameter of the curve is the arc
length. In this case we simply have k(s) = |a"(s)|-

A line, for example, has zero constant curvature: in fact, when parametrized with
constant scalar velocity, its second derivative vanishes. But the converse is also true,
since the condition k(s) = 0 implies that @’ (s) = 0, which shows that there exist
constants p and v such that a(s) = p + sv.

Since 7(¢) has constant norm, it is orthogonal to its derivative. In fact, by
differentiating the equality (7(¢),7(z)) = 1, we obtain 2(7’(¢), 7(¢)) = 0. Thus, when

k(1) = —|7'(1)]
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k(t) # 0, the vector 7/(¢) points in a direction normal to the curve, the so-called
principal normal. In these cases we can define the unit vector

n(z) = (1)

1
[ (0]

and the center of curvature, which is the point

a(r) + mn( )-

The value 1/k(t) is the curvature radius at the point «(t). The osculating plane is
the plane parallel to 7(¢) and n(¢) that passes through «(¢).

The curvature measures the variation of the direction of the curve, but it does not
determine the form of the curve: both the circumference and the helix, for instance,
have constant curvature, that of the former being equal to the inverse of the radius;
and while the circumference is a planar curve, in the helix the osculating plane varies
from point to point. What we lack then is to measure the variation of the osculating
plane — or, to put it differently, how far a curve deviates from being planar.

Continuing to assume that k() # 0, the bi-normal vector b(¢) is defined as the
only vector such that (7(#),n(¢),b(#)) is a direct orthonormal trihedron — that is,
an ordered triplet of unit vectors, orthogonal to each other, such that the 3 x 3-matrix
whose columns are these vectors in the same order has positive determinant. Even
simpler, we have b(¢) = 7(¢) x n(t), where x denotes the vector product on R 3.

—»
T

Figure 1.3

The trihedron (7(t),n(¢),b(t)) is the Frenet trihedron. Each of the vectors of the
trihedron is orthogonal to its derivative, so that each derivative is expressible as a
linear combination of the other two vectors. We will next study the coefficients of
this linear combination. We have
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- st
=7'(¢r) xn(z) + () xn'(z)

=1(t) xn'(1)

(because 7' and n are collinear for each ¢). From this equality it follows that b’, which
we already knew to be orthogonal to b, is also orthogonal to 7, and is therefore a
multiple of n. The rorsion of « at the point (¢) is the value v(¢) defined by the
equality
1
——b'(t) = v(t)n(z);
Sy P (0 =On()

the factor 1/v(#) again ensures that the torsion is independent of the parameterization.
Note that torsion can assume negative values — although, like curvature, it does not
depend on the orientation of the curve.

Differentiating the product n(z) = b(#) x (), and using the formulas seen above
for b’(¢) and 7’(¢), we find that

1
——n'(t) = —k(t)7(t) - v(¢)b(2).
v(1)
We thus establish the equalities

1
—7'=kn
v
1,
-n' =-kt-vb
v
1
~b’ =vn,
v

which are known as Frenet formulas. When the curve is parametrized by arc length
the factor 1/v (which is then equal to 1) is suppressed.

The next proposition gives us the geometric meaning of torsion being identically
zero.

Proposition 1.2.1 Assume that the curvature of & never vanishes. Then « is a planar
curve if and only if it has zero constant torsion.

Proof If « is all contained in the plane S, the vectors 7(¢) and n(#) are parallel
to S and linearly independent, and the product b(#) = 7(¢) x n(z) is a unit vector
orthogonal to S; therefore b(7) can only take two distinct values and, since it varies
continuously, it must be constant — from which it follows that v = 0.

Conversely, if v = 0 then b(¢) is a nonzero constant vector b and for all 7 holds
(b,a’(1)) = 0. Therefore there exists a constant ¢ such that (b, @(¢)) = c, and this
equality shows that the curve « is planar. o

Let us now consider a curve a(s), where the parameter s € [a, b] is the arc
length, and whose curvature & (s) never vanishes. We ask ourselves to what extent the
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functions k(s) and v(s) determine the curve @. They do not do so completely, since
any rigid movement of R 3 transforms « into another curve with the same curvature
and torsion functions. (By rigid movement we mean the composition of a translation
with a linear mapping that transforms the canonical basis of R 3 into some direct
orthonormal trihedron.) But this is the only freedom:

Theorem 1.2.2 Let a, @: [a,b] - R 3 be curves parametrized by arc length and with
nonzero curvature at all points. If we have k(s) = k(s) and v(s) = v(s) for all s on
[a,b], then there exists a rigid movement L:R> — R 3 such that a = L o &.

Proof Let Ly be the linear mapping that transforms the trihedron (#(a),fi(a),b(a))
into the trihedron (7(a),n(a),b(a)), L, the translation that maps L;(@(a)) into
a(a),and L = Ly o L;. Then the curve @y = L o & has at the start time s = a the same
Frenet trihedron as « and satisfies @y(a) = a(a). Identifying by the subindex O the
vectors and quantities concerning the curve a(, we define the function

1
6(s) = 5 (It(s) = To(s)]* + In(s) = mo(s)[* + [b(s) = bo(s)[*) -
We know that §(a) = 0; furthermore, we have
6" = (' =1y, T —710) + (n —=nj,n —ng) + (b’ = b, b - by).

From this, using Frenet’s formulas and the fact that ky = k and vy = v, we easily
obtain 6’ = 0, therefore also 6 = 0. In particular we have 0‘(’) = @' — and, since
ap(a) = a(a), we conclude that o = a. ]

Note 1.2.3 To complement Theorem 1.2.2, we will now show the following result:
Jor any differentiable functions k,v:[a,b] — R (with k strictly positive), there exists
a curve «(s), parametrized by arc length, whose curvature and torsion functions are
precisely k(s) and v(s). We make use of the Theorem of Existence and uniqueness
of solutions of differential equations that we will state in Section 3.3; it deserves
mention that this approach provides another proof of Theorem 1.2.2. We keep the
above proof though as it is more elementary.

Once functions k(s) and v(s) are fixed, Frénet’s formulas can be viewed as
a non-autonomous equation of the form X = v(s,X), where X = (7,n,b) ¢ R®
and where v:[a,b] x R? - R? is differentiable. Take any direct orthonormal
trihedron (7(a),n(a),b(a)). Then there exists & > 0 such that the solution X (s) =
(7(s),n(s),b(s)) with this initial condition is defined for [a, a + £]. But since

(I + I + b} =2 (. kn) + (n, ~kr ~ vb) + (b, vm)) =0,

we see that X (s) stays in the compact set {X € R °:|X| = /3}, and is therefore defined
on the entire interval [a, b] (see Theorem 3 on p. 17 of [23]). By differentiating, we
obtain the equalities



1.3 Planar Curves 9

(r.n) = k[n|* - k|7 - v(7,b)
(n,b) = vn* - v|b]> - k(r,b|
(t,b) = k(n,b) - v(r,n)
(I7)" = 2k{z,m)

(|nf*)" = =2k(z,n) - 2v(n,b)
(Ib]*)" = 2v(n,b)

— from which it follows that (7, n), (n,b), (7,b), |72, |n|> and |b|* are constant func-
tions, equal to 0,0, 0, 1, 1 and 1 respectively, since, as it is easily seen, these constants
constitute a solution, with the same initial condition, of the same differential equation
defined in R ®. This proves that (7(s),n(s),b(s)) is an orthonormal, necessarily
direct trihedron for all s € [a,b]. To conclude we take for a(s) any primitive of
7(s), e.g. a(s) = [ 7(t) dt: we verify without difficulty that ((s),n(s),b(s)) is
the Frenet trihedron of a(s), and that k(s) and v(s) are its curvature and torsion. O

Exercise

5. Show that if we permit curves whose curvature vanishes at some point then
the conclusion of Theorem 1.2.2 holds — that is, there exists a pair of curves
@,@:[a,b] - R3 parametrized by arc length such that their curvature and torsion
functions coincide whenever they are defined, but which cannot be transformed into
each other by a rigid movement.

Hint: look for an example that also shows that in Proposition 1.2.1 the assumption
that the curvature is positive is essential.

1.3 Planar Curves

We will deal in this section with planar curves, more specifically with curves in R 2,
To simplify the calculations, we only consider curves parametrized by arc length: the
formulas we obtain are easily adapted to any other parameterizations.

Consider a curve a: 1 — R 2. Then there exists, for each s € I, a single vector n(s)
such that the pair (7(s),n(s)) forms a direct orthonormal or positively oriented
dihedron: if 7(s) = (x'(s),y"(s)) then n(s) = (=y'(s),x'(s)). As before, we know
that the vectors 7/(s) and 7(s) are orthogonal; but in this case we can conclude that
7'(s) is a multiple of n(s). The curvature of « at the point () is the number K (s)
such that 7/(s) = k(s)n(s).

This curvature can take negative values and is therefore sometimes called signed
curvature; its absolute value is equal to the curvature defined in the previous section.
Whenever we talk about the curvature of a curve in R ? we will be referring to the
signed curvature.
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Frenet’s formulas in this case boil down to

v’ =kn
n' = —kr.

Since 7(s) is a unit vector, it describes the position vector of a point on S' (circle
with radius 1 centered at the origin). Denoting by ¢(s) the oriented angle that 7(s)
makes with the positive part of the x-axis, we have T(s) = (cos ¢(s),sin¢(s)) and
n(s) = (—sing(s),cos ¢(s)). From this we obtain

7'(5) = ¢’ (s)(=sing(s),cos o(s)),

k(s) = (7'(s).n(s)) = ¢'(s). (1.1)
This last formula gives a geometric interpretation of curvature, showing that it
measures the variation of the angle ¢ that the tangent line to the curve makes with a

fixed oriented line; and that the curvature is positive or negative according to whether
the curve turns left or right (see Fig. 1.4).

Ya

(coso(s), sing(s))
Z(s) \¢—0(s)

_’
(3)d—2(s)
N )

x‘

w2

Figure 1.4

Note 1.3.1 We must make one caveat: the value ¢(s) of the angle is only determined
up to an integer multiple of 27, and it is not clear that we can make a choice for each
s such that the resulting function is differentiable or even continuous. The way to
solve this problem is to take advantage of the formula (1.1) to define ¢(s): fixing
so € I and a number ¢ such that () = (cos ¢y, sin ¢y ), we put

o(s) = o+ [Sk(t) dt.

S0

The function ¢ is obviously differentiable and all that remains to be shown is that

7(s) = (cosp(s),sine(s))

— or, which is the same, that the function
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5(5) = 3 17(s) = (cos ¢(s), sin(5) P

is identically zero. Let us put 7(s) = (x'(s),y’(s)): by Frenet’s formulas, we have
x"(s) =—k(s)y'(s) and y”(s) = k(s)x'(s). Therefore

6'(s) = (7'(s) = ¢'(s) (= sin(s).cos ¢(s)). 7(s) = (cos ¢(s).sin o(s)))
= (k(s) = ¢'(5)) (' (s) cos g(s) = x"(s) sing(s)) = 0,

since ¢’ (s) = k(s). From this, and since §(sp) = 0, we conclude that § = 0.

We further stress that any other continuous choice of the angle between 7 (s)
and the x-axis is of the form ¢(s) + 2nn, for some constant n € Z (since the
difference between two choices is continuous and only takes values in the discrete set
{2nm:neZ}).

We end this section with a result that is the version for planar curves of Theo-
rem 1.2.2 and the note 1.2.3; its proof is kept as an exercise (it is possible to prove
directly, without using the theorem on solutions of differential equations, the existence
of a, and for uniqueness adapt the proof of Theorem 1.2.2)

Theorem 1.3.2 Given a differentiable function k:[a, b] — R, there exists some curve
a:[a,b] » R? whose curvature at a(s) is k(s). Any other curve with the same
curvature function is the composite of @ with some rigid plane movement.

It follows in particular from Theorem 1.3.2 that the only planar curves with
nonzero constant curvature are circles or arcs of circumference. A direct proof of this
fact is certainly possible and is an exercise well worth to be done.

Exercises

6. (a) Consider a curve a/(t) = (x(¢), y(#)) not necessarily parametrized by arc length,
and put, as usual, v() = |@'(¢)| and 7(¢) = v(lt) a'(t). Prove each of the following
formulas for the curvature of a:

1 1 1
k=—(t",n) = —(a"n) = —(a”,vn)

v v2 v3
_ X'y = x"y!
((x)2+ (y")2)32

2
(b) Show that the curvature of the ellipse given by the equation z—z + 2% =1,

b
parametrized by a(¢) = (acost, bsint), is given by
ab

) 32
(a®sin® 1 + b2 cos? 1)

k(1) =
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7.Letv:[a, b] — S! be adifferentiable mapping. Show that there exists a differentiable
function ¢:[a, b] — R such that v(z) = (cos ¢(t), sin (7)) for all 7 on [a, b].

8. Let a: Ja, b[— R 2 be a regular curve parametrized by arc length. Given s € ]a, b[
and p e R%\ {a(s0)}, let C be the circle with center p and radius |a(so) - p|.

(a) Show that C is tangent to « at the point a(sg) if and only if p is a point of the
normal to a at a(sp).

(b) Assume p = a(sg) + An(sg) and consider the function p(s) = |a(s) - p|*.
Show that if Ak (s¢) > 1 then s¢ is a strict local maximum of p and if 2k (s¢) < 1 then
so 1s a strict local minimum.

(c) Let D ¢ R? be a circle with radius R such that a(]a, b[) is contained in the
closed disk bounded by D. Conclude that at the instants s at which a(sg) € D, one
has [k (s0)| > %-

9. Let a:/ - R? be a regular curve of always nonzero curvature. The curve
B(t) =a(r) + % n(t) (¢ € I) traversed by the center of curvature of « is called the
evolute of a.

(a) Show that, if it is defined, the tangent line to its evolute at time ¢ coincides with
the normal to @ at the same instant.

(b) Assume that the curve (t) = a(t) + A(¢)n(t) has the property described in
(a). Show that A(t) = ﬁ

(c) Consider the normals to « at two nearby points a (o) and a (o + 1). Show that
as h — 0, the point of intersection of the two normals tends to B(7).

(d) Study the evolute of the ellipse = e - 2 =1.

1.4 Contact of Curves

We continue our study of curves by considering their Taylor polynomial expansions:
given s inside the interval / and n > 1, we can write

a(so+s) =a(sy) +sa’(so) + %szo/(so) +ot —s "™ (s0) + o(s"),

where the remainder o(s™) is a vector such that lin(l) si,,|0(s")| = 0. This expression
§—>

of the curve can be used to detect its local properties: below we consider the contact
theory of planar curves; in the exercises we obtain the geometric meaning of the
osculating plane and the sign of torsion.

We now introduce a concept that measures the degree of closeness of two planar
curves in the neighborhood of an intersection point. We say that the two curves o and
@ have n-order contact at the point a(sg) = @(s¢) if

1
lim —|@(so +s) —a(so+5)=0
s—0 s
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Considering the Taylor polynomial expansion, it is easily seen that this condition is
equivalent to the condition that the derivatives of @ and @ up to order n coincide at s.
In particular, since @’ (s9) = 7(so) and " (s0) = k(so)n(so), we conclude that two
planar curves have second-order contact at a point p if and only if they are tangent
to p and had equal curvature there (of course when we speak of tangency here we
require that the velocity vectors of the two curves are identical — i.e., point in the
same direction); when the curvature is nonzero, this is equivalent to these two curves
having the same center of curvature at p. From this we conclude that the only circle
which has second-order contact with « at a point of nonzero curvature is the one
with center at the center of curvature of a at that point and radius equal to the radius
of curvature (of course there is no circle with second-order contact at a point of zero
curvature).

The definition of n-order contact we have given is perhaps not the most natural
nor the easiest to handle, since it depends on a special parameterization of the two
curves. To improve the situation, we start by defining A(7) as the distance between
the points a/(so + s) and @(so + §) given by the condition

{a(so +5) —a(s0),7(s0)) =1 = (@(s0 + 5) — a(s0),7(s0));

A(t) is thus the length of the line segment bounded by the intersections with @ and &
of the line orthogonal to 7(s¢) and the (oriented) distance ¢ from a(so) (see Fig. 1.5).

(t, f(1))

»

—->

T (So)

Figure 1.5

Proposition 1.4.1 The curves @ and & have n-order contact at the point a(so) =
a(so) if and only iflin(l) %,,A(t) =0.
t—

Proof We first assume that @ and & have n-order contact — i.e., that a(s0) = @(so)
and () (s9) = @ (s0) for 1 <i < n, — and we define functions g and g by

g(s) = (a(so +5) - a(s0),7(s0))
8(s) = (@(so +5) = a(s0),7(s0)).
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Note that g(0) = g(0) = 0 and g (0) = g()(0) for 1 < i < n, and that, since
the first derivative at O of these functions is nonzero, both have local inverses in a
neighborhood of 0, which we will denote by g~! and g~!. Let us now put

F(s) = {a(so+s)—a(so),n(s0)),
F(s) ={a(so+s) - a(so),n(so)).
f(t)=Fog (1), f(t) = Fog™ (1),

and note that, for ¢ near 0, one has A(t) = |f(¢) — f(¢)| (see Fig. 1.5.). Moreover,
the first n derivatives of f and f at 0 coincide, since at this point also the first n
derived from F are identical to those from F, and those from g~! to those from g~
It follows, as desired, that hm =A(t) =0.

We now prove the converse 1mphcat10n. To simplify the notation, we assume that
so = 0, take @(0) = @(0) for the origin of the coordinates, and further assume that
the tangent and normal vectors at this point are (1,0) and (0, 1) respectively.

With the above notation, let () = @ o g~ Y1), B(t) =ao g 1(1): we then have

B(t) = (t, f(¢)) and B(¢) = (z, (1)), and by hypothesis f and f are functions whose
derivatives up to the nth order coincide at 0. Since @ and @ are parametrized by arc

length, we have
0= [elar= [ VIFOP

0= [Bola= [iFora,

and these formulas show that the derivatives of g~' and g~! at the point O coincide at
least to the same order as the derivatives of f and f at the same point — that is, to
the order n. Since @ = Bo g and @ = 3 o g, we conclude that (") (0) = @) (0) for
1 <i < n, which means that & and & have n-order contact in «(0) = @(0).

Exercises

10. Assume that two planar curves « and &, not necessarily parametrized by arc
length, touch at the point p = @(0) = @(0). Show that if lir% ti,,|5z(t) —a(t)| =0, then
11—

the curves have n-order contact at p.

11. With the same terminology as in Proposition 1.4.1, but under the assumption

that s = 0 and ¢(sg) = 0, show that f/(¢) = tge(s) and f"'(t) = COS’Z(;)(S), where

s = g7!(). Conclude that if k(0) > O then there exists £ > 0 such that, on an
appropriate coordinate system, the trace of ¢/ [-&,¢] 18 the graph of a convex function.
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12. Let I be an open interval such that o € I and let a: I - R be a curve parametrized
by arc length whose curvature at 0 is nonzero.
(a) Show that

1 1 1 1
a(s) =a(0) + (s - 8k2S3) T+ (Eks2 + gk's3) n- gkvs3b +o(s%),
where the quantities k, v and the vectors 7, n, b are computed at 0.
(b) Conclude that if v(0) > 0 then, when s reaches the instant 0, the curve crosses
the osculating plane at @(0) from top to bottom (the “top part” is the one pointed to

by b(0)).

13. Using the notation and assumptions from Exercise 12, show that the plane
that contains the points @ (0), @(hy) and a(h;), for h; < 0 < hg, converges to the
osculating plane at a(0) when |hg| + |21 — 0.

Hint: Using the Taylor expansion — just up to the second order — show that

(o) - a(0)) x (a(n) - a(0))
V(o) = o) = a(0)) x (@) = a(0))]

has limit b(0) when |ho| + |h;| = O.

1.5 Convex Curves

Continuing with planar curves parametrized by arc length, let us talk about simple
closed curves and characterize those that are convex. We say that a curve a: [a, b] -
R 2 is closed if a(a) = a(b); if its periodic extension, defined by a(s + n(b - a)) =
a(s) for s € [a,b] and n € Z , is differentiable (i.e., C*°), the curve is closed regular,
and if the curve has no self-intersections — that is, if its restriction on [a, b is
injective — we say it is simple.

In this section all closed curves are regular; and, where necessary, we consider
them defined in R by periodic extension.

We recall from Section 1.3 that there is a continuous choice ¢(s) of the angle that
the vector 7(s) makes with the positive part of the x-axis. Since 7(b) = 7(a), the
difference ¢(b) — ¢(a) is an integer multiple of 27, which, by note 1.3.1, does not
depend on the choice of ¢(s). We call rotation index of the closed curve « the integer
R(a) = ﬁ(ga(b) - ¢(a)); R(a) thus counts the number of turns that its tangent
vector 7(s) makes in the unit circle when the point @(s) completes one turn around
the curve. Since ¢’(s) = k(s), the rotation index can be given in integral form

1

R(a) = Efabk(s)ds.

A closed curve @:[a,b] = R 2 is called convex if, for every s¢ € [a, b], the curve is all
on the same side of the tangent line to @ at the point @ (so) — that is, if the function
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h(s) = (a(s) — a(so),n(so)) does not change sign. Our next result characterizes
these curves.

non-simple closed curve non-convex curve convex curve

Figure 1.6

Theorem 1.5.1 A closed curve is convex if and only if its curvature does not change
sign and its rotation index is +1. Any convex curve is simple.

Proof (i) We begin by showing that any closed curve with non-negative curvature
at all its points and rotation index 1 is convex. Let a:[a, b] - R ? be such a curve.
Then the function ¢(s) is non-decreasing and ¢(b) = ¢(a) + 2.

Given sg € [a, b], we want to prove that the function i(s) = (a(s) —a(so),n(so))
does not change sign. Otherwise 4(s) reaches a positive maximum and a negative
minimum at points sy, s3 € [a, b] \ {s0}, and at each of these points the tangent line
is parallel to the tangent line at a(so). Hence, there existi # j € {0, 1,2} such that
@(si) = ¢(s;) and, ¢ being non-decreasing, this is only possible if ¢ is constant in
the interval between s; and s;. This means that the curve contains the line segment
from a(s;) to a(s;), and therefore the tangent lines at these points coincide — which
is absurd given the way they were chosen. Therefore /& does not change sign and « is
convex.

(ii) We assume now and until the end of the proof that a: [a, b] - R ? is a convex
curve. Let us first see that k(s) does not change sign. Consider the function of two
variables (s,1) € [a, b] x [a, b] defined by

H(s,t) = {a(s) —a(t),n(r)).

By hypothesis, for each ¢ € [a, b] the function &, given by h,(s) = H(s, t) has constant
sign — that is, the restriction of H to each horizontal line segment [a, b] x {r} is either
non-negative or non-positive. What we want for now is to prove that the function H
itself does not change sign.

Assume, instead, that there exist (so,%),(s1,11) € [a,b] x [a,b] such that
H(so,t0) <0< H(sy,); and let us agree that ¢ < ¢;. Consider the set

A={f>t9:H(s,t) <0 V(s,t) €[a,b] x [to,f]};

A is a non-empty interval (because 7 € A) and closed (because H is continuous). By
continuity of H, there exists ¢ > 0 such that H(sg,) < 0 whenever 7y <t < 1y + 6,
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and therefore A contains the interval [#9, 7 + d]. Since #; ¢ A, t> = sup(A) lies in
Jto. 1] Since #; € A, we have H(s,t;) <0 for all s € [a, b]. If for all s this inequality
were strict, then the same argument as above would show that there exists § > 0 such
that [#5,7, + 6] ¢ A, which contradicts the definition of #,. We then conclude that
H(s,t2) =0 for all s € [a, b] — which is absurd because it means that the curve « is
all contained in a straight line.

So we have proved that H does not change sign. That the curvature does not either
is now immediate: when k(#o) > 0, the function &, (s) has a strict local minimum for
s = to (since hy (t0) = 0 and Iy (to) = k(o)) and therefore H(s,9) > 0 for s near #o;
and, conversely, when k(7o) < 0 one has H(s,#y) < O for s near 7.

(iii) Let us now prove that « is simple. Let us assume, to the contrary, that it has
some self-intersection which, changing if necessary the initial point, we suppose to
take place at a(a). Then there exists x € ]a, b[ such that a(c) = a(a).

The function H (s, ) vanishes for (s,¢) = (a, c) and, by (ii), reaches at that point

a local extremum. Thus (t(a),n(c)) = %—I; @) =0, and therefore 7(a) = +7(c). If
a,c

it were T(a) = —-7(c), we would have H(s,a) = —H(s,c) for all s € [a, b], which is
impossible by (ii). Therefore we have 7(a) = 7(c).

To simplify the notation, we assume that @(a) = a(c¢) = (0,0). Let us put, (as in
the proof of 1.4.1) for s > 0,

g(s) ={a(a+s),7(a)), g(s) ={a(c+s),7(a)),
F(s) = {a(a+s),n(a)), F(s) ={a(c+s),n(a)),
f(t)=Fog (1), f()=Fog™'(1)

— where the functions f and f are defined on some interval [0, £], & > 0. The graphs
of f and f are portions of the trace of a: in fact, putting s = g~'(¢), § = g7 (1), we
can write

a(a+s)=tt(a)+ f(t)n(a),
a(c+35) =t7(a) + f(t)n(a).

From these formulas we obtain

H(a+s,c+5)={f(1) - f(1)}{n(a),n(c +3)),
H(c+5a+s)={f(t)-f()}n(t),n(a+s)).

In each of these products, and since n(a) = n(c), the second factor is positive for s,
§ sufficiently small; hence, if it were f () # f(¢) for some ¢ € [0,&], H(a + s, ¢ + §)
and H(c + §,a + s) would have opposite signs, in contradiction to (ii). We thus have
f(t) = f(¢) for all ¢ € [0, ] — and from this, since « is parametrized by arc length,
we conclude that there exists 6§ > 0 such that a(a + 5) = a(c +s) forall s € [0,6]. A
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trivial argument now proves that for all s > 0 one has a@(a + s) = @(c + 5), and this
says that when the curve returns to the starting point, it repeats the same path from
then on. The given hypothesis thus leads us to conclude that a|[a b] gives more than

one turn to the same closed curve. Assuming this does not happen, such a ¢ € Ja, b[
with @(c) = a@(a) does not exist and the curve is simple.

(iv) Let us now show that R(@) = £1. Assuming that « is positively oriented,
and putting ¢(b) = ¢(a) + 2nn, we have n = R(@) > 1, and we want to see that
n = 1. We can assume, without loss of generality, that k(a) > 0. Take c € [a, b]
such that ¢(c) = ¢(a) + 2n: then H(a,c) = -H(c,a), and it follows by (ii) that
H(a,c) = 0, which means that the tangent lines at @(a) and a(c) coincide. The
function A(s) = H(c, a + s) reaches a minimum at 0, and so

0=2'(0) = ~k(a){a(c) - a(a) 7(a)),

whence it follows, since k(a) > 0 and the points @(c) and @(a) lie on a straight line
parallel to 7(a), that @(c) = a(a). Since « is simple, we must have be ¢ = b and
therefore R(a) = 1. ]

It is important to note that any simple curve, whether convex or not, has rotation
index +1: this is what the rotation index theorem says, the proof of which we give in
the Appendix to Chap. 4, but of which a special case is given in Exercise 16 below. If
we already had this result, the proof of 1.5.1 would be somewhat simplified; another
simplification would be to suppress step (iii) if, as some authors do, we already
required in the definition that a convex curve be simple.

One result we will not prove, but of which we will make important use, not always
explicit, is the Jordan curve theorem. This theorem states that any simple closed
curve divides the plane into two disjoint connected open subsets of which it is a
common boundary. (For a proof of the theorem in the differentiable case, and its
generalization to higher dimensions, see [15]; for the topological version we suggest
[17], which also includes a proof of Schonflies’ theorem: the region bounded by a
simple closed curve is homeomorphic to an open disc).

To finish this section we mention that a convex curve of nonzero curvature at all
its points is usually called strictly convex. In this case ¢(s) is strictly monotone and
therefore every tangent line touches the curve at a single point.

Exercises

14. Show that if a line intersects a closed convex curve then one and only one of the
following cases occurs: either the line is tangent to the curve, or it intersects the curve
at exactly two points.

15. Let a be a closed, simple, regular curve, € be the open set bounded by «, and

Q = QU a be the closure of @. Show that the following conditions are equivalent:

(i) Qis a convex set (i.e., p, g € Q = the line segment [p, ¢] € Q);
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(ii) « is a convex curve.

(Suggestion for (i) = (ii): Show that for each sg, the image of the function s
(s # 50) = (a(s) —a(s0))/la(s) — a(so)| is contained in a semicircle.)

16. (a) Let H:[0,1] x [a,b] — R? be a differentiable mapping such that every
as = H(s, -) is a regular closed curve. Show that R(«a; ) is constant. (Exercise 7 may
be helpful.)

(b) Let @:[a, b]»R ? be a regular closed curve and p € R? \ a([a, b]) such that
each half-line with origin at p intersects @ exactly once, and this intersection is
transverse (i.e., the half-line is not tangent to « at the point of intersection). Prove
that R(e) = £1.

(c) Now assume only that all intersections of @ with half-lines » of origin p are
transversal. Show that the cardinal of the set T(r) = {¢ € [a, b[: a(t) € r} is the same
for all such half-lines.

1.6 Curves of Constant Width

In this section, we explore the varying width of a planar curve. The width of the curve
in any given direction is the narrowest distance between two lines perpendicular to
that direction that can contain the curve. This means that the width of a curve is not
necessarily the same in all directions. Remarkably, besides the circle, there are other
convex curves that have a constant width regardless of direction; and the perimeter of
such curves is equal to that of the circle of the same width.

We will deal in this section with the width of a planar curve. The width of a curve
in a given direction is the minimal width among the strips that contain the curve and
are bounded by lines orthogonal to that direction.

Given a closed curve a:[a, b] - R" we define, for v e S, h(v) = max (a(s),v).
asss<

Since the maximum of {a(s), v) is only reached at points s such that (7(s),v) =0,
h(v) is the maximum among the (oriented) distances from the origin to the tangent
lines to « that are orthogonal to v. The width of @ in the direction of v is L(V) =
h(v) + h(-v).

If @ is a convex curve, then there are exactly two tangent lines to « that are
orthogonal to v (although each of them may be tangent to @ at more than one point),
and £(v) is the distance between these lines (see Fig. 1.7). For example, the width of
a circle is, in all directions, equal to its diameter.

Proposition 1.6.1 In any closed curve the diameter and maximum width are equal.
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Figure 1.7

Proof We denote the diameter of @ by D = max{|a(s) — a(t)|: 5,7 € [a, b], and by
€ = max{L(v) : v e S'} the maximum width of a.

Let us check that D < 8. Consider the function D(s,) = |a(s) — a(t)|. This
function reaches its maximum D on a pair of points (sg, o) such that

oD
ds

oD
ot

:0’

(s0%0)

(s0-%0)

conditions which are translated by the equalities

(7(s0),@(s0) —a(to)) = (r(t0), a(s0) — a(to)) = 0.

This shows that the tangent lines at a(s9) and a/(#o) are parallel, both being orthogonal
to the line segment joining a(sg) to a(zy). Moreover the curve is completely contained
in the strip between these tangent lines, otherwise the maximum distance between
distinct points of @ would exceed D. Thus the width of the strip, which is D, is also
equal to £(n(sp)), and thus D < £.

Let us now deal with the opposite inequality. Given v € S!, let 59,79 € [a,b] be
such that 2(v) = (a(so),v)) and h(-v) = (a(#), V). Then

la(s0) = a(to)| > {a(so) - a(to).v) = L(¥v),
and therefore D > £(v). Since this inequality holds for all v, it follows that D > £. O

Let us now assume that the curve « is convex and has constant width £. By 1.6.1,
also its diameter is equal to €. Let us now see that this diameter is realized by many
pairs of points on the curve.

Fixing sq € [a, b], let a(s;) be a point such that T(s;) = -7 (s¢). We know from
the analysis done in Section 1.5 that the curve is contained in the strip bounded by
tangent lines at a(so) and a(s1). Hence these tangent lines are at a distance £ from
each other, and therefore |a(s9) — @(s;)| > 2. Since the diameter of « is £, it must
be |a(s0) — @(s1)| = &, an equality that is only possible if the line segment between
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a(so) and @(x;) is orthogonal to the tangent lines to « at these points. Furthermore,
there is no other point (37) such that |a(so) — @(51)| = £, for the proof of 1.6.1
shows that a(57) would also be on the normal to @ at a(sg).

We conclude that for every point p of a convex curve of constant width L, there is
a single point p of the curve at the maximum distance £ from p, and p is situated
on the normal to a at p. We call this point p the antipode of p. Assuming that the
curve is positively oriented (and therefore has non-negative curvature at all points),
our conclusion translates into p' = p + €n(p). We stress that “being antipodal to” is a
reflexive relation, and that two tangent lines to « that are parallel and distinct meet «
at points that are antipodes of each other.

Consider now the circle C with center p and radius £. Such a circle is tangent to
a at the point p; and all other points of @ are contained in the interior of the disk
bounded by C. Exercise 8 then says that the absolute value of the curvature of  at p
is greater than or equal to 1/L. We thus conclude that any convex curve of constant
width is strictly convex.

Example 1.6.2 At this point it is good to wonder about the existence of constant-width
convex curves that are not circles. The above discussion suggests that such a curve is
determined by knowing the arc between two antipodal points p and p: the remaining
segment is found by marking, from each point of this arc, a distance of £ along the
normal.

To construct an example where £ = 2, we consider a curve a@:[0,c] - R ? with
the following properties:

(i) «a is parametrized by arc length;
(i) «(0) = (1,0), a(c) = (-1,0), and there exists € > 0 such that @([0,&] U [c -
g,c]) Sl ={(x,y) €Sty >0};
(iii) the trace of « is not contained in S}r ;
(iv) the tangent vector 7(s), s € [0, ¢], describes a semicircle;

v) k(s)> % for all s € [0, c].

Such a curve can be obtained by considering S! as the graph of a function
[-1,1] = R and adding to that function a non-constant function of class C* that
is identically zero in the intervals [—1,-1 + 6] and [1 - &, 1], for some § > 0. (See
Exercise 17 for the existence of functions with these properties.) Reparameterizing
such that the graph of the resulting function starts at (1,0), we obtain a curve « that
verifies conditions (i)-(iv). If the added function and its first and second derivatives
are close to zero then the curvature of a is close to that of S} , which guarantees (v).

We define B:[0,2¢c] > R" by B(¢) = a(r) for 0 <t < c,and B(t) = a(t —c) +
2n(r - ¢) for ¢ <t < 2¢. Condition (ii) guarantees that g is well-defined at ¢ = ¢
and that 8(2¢) = B(0). For ¢ <t < 2c we have §'(¢) = {1 - 2k(t - ¢) }7(¢ - ¢) and,
by (v), this vector never vanishes. Furthermore conditions (ii) and (i) imply that, in
neighborhoods of the “gluing points” (1,0) and (-1,0), the curve § runs through
arcs of S! and is parametrized by arc length. Therefore 3 is a regular closed curve.
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(-1,0) K (1,0)

B(H)

Figure 1.8

Noting that we have

k(t -

k()= =9
2k(t-c)-1

forc <t <2cifv(t) =2k(t—c)-1and 7(¢) = —7(t — ¢) and this equality shows
that the curvature of  is positive at all points. Finally, by (iv), the vector 7(¢) turns
exactly once around the circumference when ¢ runs through [0, 2¢], and therefore
R(B) = 1. By Theorem 1.5.1, B is convex. That B has constant width equal to 2 is
now an immediate exercise. O

We now state the most important result of this section, originally proved by E.
Barbier in the 19th century using probabilistic methods (see [1]; Barbier’s proof is
also reproduced in [5], pp. 161-163).

Theorem 1.6.3 The perimeter of any constant-width curve L is equal to L.

Proof We fix a curve a:[0, L] - R ? that is convex and positively oriented and has
constant width £. We assume that the parameter of the curve is given by arc length,
so that its perimeter is L, and we consider @ defined on R through its periodic
extension. We further denote by ¢(s) a differentiable choice of the angle of 7(s)
with the positive x-half-axis. The rotation index of @ is 1, so ¢(s + L) = ¢(s) + 27
for all s € R; and, since « is strictly convex, ¢:R — R is strictly increasing and has
differentiable inverse.

For each s € R, we denote the antipode of a(s) by @(s). This function s — @(s)
is also periodic with period equal to L; and is differentiable, since we can write

a(s) =a(s)+Ln(s).
Lemma 1.6.4 There exists a differentiable function f:R — R such that @(s) =

a(f(s)) forall s € R. This function satisfies f(s+ L) = f(s) + L, and its derivative
is strictly positive at all points.
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Proof Assume that a certain function f satisfies the equation ¢ o f(s) = ¢(s) + 7.
Then 7(f(s)) = (cos(p o f(s)),sin((¢ o f(s))) = —7(s), and therefore the points
a(s) and @(f(s)) are antipodes of each other — that is, @(s) = a(f(s)) just as we
intend.

This means that we just have to find f such that po f(s) = ¢(s)+7. Such a function
is given by f(s) = ¢! (¢(s) + ), which is differentiable and has positive derivative.
Furthermore, we have f(s+L) = ¢~ (p(s+L)+x) = o ({o(s)+n}+27) = f(s)+L,
as we want. ]

We now finish the proof of 1.6.3. Differentiating the equality a(s) + 8n(s) =
a(f(s)), weobtain {1-Lk(s)} v(s) = f'(s)7(f(s)) —and from this, as (f(s)) =
-7(s), yields f'(s) = -1 + k(). Finally, using 1.6.4, and since the rotation index
of a is 1, we have

L=f(L)—f(0)=fOLf’(s)ds=—L+53f0Lk(s)ds=—L+2n53.

Note 1.6.5 We cannot omit the simplest example of a non-circular curve of constant
width: Reuleaux’s triangle, which is formed by three arcs, each centered at one of the
vertices of an equilateral triangle ABC and radius equal to the side of the triangle. Its
perimeter L and width € are also related by L = 7 £, but the proof of 1.6.3 does not

cover this case: the antipode of each point of the arc BC (resp. CA, AB) is the point
A (resp. B, C).

Figure 1.9

The Reuleaux triangle is a piecewise regular curve; we say that a:[a,b] - R 2
is such a curve if there exists a partition a =ty < t|--- < fx = b of [a, b] such that
each restriction a| (tr1-11] is regular. We now sketch how to extend 1.6.3 to piecewise
regular convex closed curves, provided that each regular segment is at least of
class C.

Given d > 0, let @4 be the curve which surrounds « at a constant distance from it
equal to d. The curve ay is called parallel to @, and if @ has constant width £, a4 has
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constant width £ + 24. In Fig. 1.9 we show a curve parallel to the Reuleaux triangle.
Each “corner” of « is replaced by an arc of a circle at @ . Therefore @, already has a
well-defined tangent vector 74(s) at each point; the angle ¢4 (s) that 74(s) makes
with the x-axis is a continuous, strictly increasing function, which is piecewise C';
and the antipode mapping is already a bijection of the curve onto itself. The proof of
1.6.3 can easily be adapted to show that the perimeter of a4 is

l(ag) =n(R+2d)
—and, letting d — 0, we obtain /(@) = 78, as desired. m]

There are numerous results on constant width curves: [7] contains a careful
discussion of the topic (and its generalization to higher dimensions) and an extensive
bibliography. In Section 5.5 we give some results on constant width surfaces.

Exercises

17. (a) Check that the function f(x) = e~ /*U0=%) if 0 < x < 1, f(x) = 0 otherwise it
X 1

is C*°, and that F(x) = /(; f(0) dt/ [0 f(2) dr satisfies the conditions: F(x) =0

for x < 0, F is strictly increasing on [0, 1], F(x) = 1 for x > 1.

(b) Given a < b and yy, y, € R, show that there exists a nonconstant g:R — R of
class C* such that g(x) = y; Vx €[-o0,a],and g(x) =y, Vx€[b,+oo].

18. Let a:[a,b] - R? be a closed curve and £(v) be the corresponding “width
function”. Show that:

(a) L is continuous and therefore there exists mag; L(v);
ve

(b) if @ is regular and strictly convex then L is differentiable (i.e., the function
0 — L(cos0,sin ) is differentiable).

19. Show that the function of Lemma 1.6.4 is unique but for the addition of a constant.

20. Let a be a regular convex curve of constant width £. Show that:
(a) k(p) > 1/ for any point p of a (assume that @ has positive orientation);
(b) if p and p are antipodal points then

1 1
ko) k) E

(c) if each pair of antipodal points divide @ into two arcs of equal length then « is a
circle.

21. Convex curves of constant width £ are characterized by the fact that all the
rectangles that circumscribe them are squares of side £. In this exercise we prove a
generalization of Barbier’s Theorem: if @ is a regular curve strictly convex such that
all rectangles that surround it have perimeter 48, then the perimeter of a is n<.
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Using the same notation as in the proof of 1.6.3, denote by L the perimeter of the
curve and by @(s) the only point of « at which the tangent vector is —7(s). Show
that:

(a) there exists a differentiable function f:R — R such that @(s) = a(f(s)) and

f(s+L)=f(s)+L;

(b) there exist differentiable functions A, 1 such that

a(s) = a(s) + A(s)7(s) +n(s)n(s);
(c) A and n are periodic functions of period L;
@ f'(s) = - A'(s) +n(s)k(s);
(e) 2L = fo n(s)k(s)ds.
Now make the change of variable 6 = () to prove that

[ nktsyas= [ oy as,

where 77(6) denotes (¢~ (6)). Note that 7(8) is periodic of period 27 and that the

assumption about « translates to n(6) + n (9 + g) = 2%. Finally, we can write

4 2n i 2n T J
L:f 0) do f (9 f) 9
A n(6)do + A G

_ f02" {n(9)+n(9+g)} do = 4n .

22. Modify 1.6.2 to give examples of curves that satisfy the hypothesis of Exercise 21
but do not have constant width.

1.7 Theorem of the Four Vertices

We now give the four-vertex theorem, which states that the curvature of any closed
convex curve has at least four critical points (this result is also valid for nonconvex
closed planar curves, but we will not prove it in such generality). This result is best
possible: a non-circular ellipse has exactly four vertices, which are its points of
intersection with the axes (see Exercise 6).

Let a:[a,b] - R ? be a regular closed curve, and k(s) its curvature function. A
vertex of a is a point a(sg) such that k"(sg) = 0. This definition does not depend on
the parameterization and so we assume that s is the arc length.

Theorem 1.7.1 Any closed convex curve has at least four vertices.

Proof We can assume that k(s) has a finite number of critical points, because
otherwise there is nothing to be shown. The function k(s) attains some maximum
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and some minimum — which, changing the starting point if necessary, we suppose
happen at the points s = a and s = s €]a, b[. By applying a rotation or translation we
can ensure that both points @(a) and a(sg) are on the x-axis.

Let us check that there are no other points of @ on the x-axis: for if there were
another one — let it be p — then the tangent line to @ at the one of the three points
a(a), a(so) and p which lies between the other two is the x-axis; otherwise there
would be points of @ on opposite sides of this tangent line, in contradiction to the
convexity of . It follows that the tangent line at @(a) and a/(s¢) is also the horizontal
axis, and that (as in the proof of 1.5.1) the trace of a|[a’S0] is a line segment. This
however contradicts our assumption that « has a finite number of vertices.

Putting a(s) = (x(s),y(s)), we then have that y(s) never vanishes on the
intervals ]a, so[ and ]so, b[, taking on the second interval a sign opposite to the
one it takes on the first; and the same is true of k'(s) if we assume that @ has at
most two vertices. Under this assumption the function k’(s)y(s) then has constant

sign, vanishing only at a, xo and b, and so f k'(s)y(s)ds # 0. But, writing

(x'(s),y"(s)) = (cos ¢(s),sinp(s)), and using integration by parts and the equality
¢'(s) = k(s), we have

LMK as =k~ [k s =~ [ k6 (5)ds
- — fab ¢'(s)sinp(s) ds = cos <p(s)|Z =0.

This contradiction shows that k' (s) changes sign on some intervals Ja, so[ and ]sg, b[.
Since in each of them k’(s) has the same sign near the endpoints, we conclude that
k’(s) changes sign at least twice in such an interval, which proves the theorem. O

The four-vertex theorem is still valid for non-convex curves. For a very elegant
geometric proof that also covers this generalization, we suggest [21].

1.8 The Isoperimetric Inequality

The isoperimetric inequality states that, among all planar curves with a given perimeter,
the circumference encompasses the largest area. The proof we give (by A. Hurwitz,
1902) makes essential use of the theory of Fourier series (see [11] for an introduction
to this theory). An elementary proof appears in [18], and [9] contains a generalization
of the isoperimetric inequality for convex bodies in dimensions greater than two.

Lemma 1.8.1 (Wirtinger) Let f be a function of class C!, periodic of period 27,
such that [;"" f(r) dt = 0. Then

2 2
[T reras [T rera
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and equality holds if and only if there exist a and b such that f(¢) = acost + bsint.

Proof Be

f(t)~ %0 + Y (ancosnt + b, sinnt)
n=1

the Fourier series expansion of f. Since f’(t) is continuous, its expansion is obtained
from that of f(¢) by term-by-term differentiation, thus

f'(t) ~ > (nb,cosnt —naysinnt).

n=1

Since [02” f(t)dt = mag, our hypothesis yields ag = 0. Using Parseval’s formula,
we have

1 2 o0

[T ar= Y6},
n=1

1 2r 0

f/ F (O dt= n¥(a? +b2).

T Jo n=1

It follows that
2r , 5 2r 2 ©0 ) ) )
fo 7(1) dt—/o FO)dt =S n(n? - 1)(a% +b2) 2 0,
n=1

and equality only holds if a,, = b, = 0 for all n > 1. Since continuous functions are
determined by their Fourier expansion, this is equivalent to f(¢) = aj cost + by sint.
O

Theorem 1.8.2 (Isoperimetric inequality) Let « be a simple regular closed curve of
perimeter L, bounding a region € of area A. Then

2
A<,
4
and equality holds only when « is a circle.

We can rescale the figure using a homothety, so there is no loss of generality
if we suppose that L = 27, and therefore a(s) = (x(s), y(s)), s € [0,27]. With a
translation, we can achieve fozn x(s) ds = 0. Furthermore, we assume that «(s) runs
through the boundary of Q in the counterclockwise direction. Applying Green’s

theorem
0Q OP
Pd dy = — — — |dxd
(/69 v Qdy ffg(ﬁx 6y)xy)

to the vector field (P, Q) = (0, x), we obtain

2r
A= / xy' ds,
0
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and on the other hand )
T
L=2n= f (x +y™?) ds.
0
We can then write
2 > ) 2n 2
2(7r—A):[ (x —x)ds+f (x-y") ds.
0 0

The second integral of this sum is non-negative and, by Wirtinger’s lemma, so is the
first. We thus conclude, as desired, that A < &r. To achieve equality both integrals

have to be zero, so y'(s) = x(s) and x(s) = acos s + b sin s. We thus have

x(s) =acoss + bsinx,

y(s) =asins—bcoss +c,

and « is therefore the unit circle with center at (0, ¢). o

Exercises
23. The coefficients of the Fourier series
agp had
f(t)~ 5 + Z(an cosnt + by, sinnt)
n=1

of a periodic function of period 27, integrable on [0,27] (a class that includes
bounded functions with a finite number of discontinuities), are defined by

ap = 1f2”f(t)dt,

n Jo
1 2

an=— / S () cosnr dt,
n Jo
1 2

by =— / f(t)sinnt dr.
n Jo

Show that:

then a(, = 0 and aj, = n b, and b), = —na, for n > 1 (use integration by parts);

(a) if f is of class C! and (a;)::) and (b;);oj are the Fourier coefficients of f”,

(b) the result of (a) is still true if f is only piecewise C';

(c) the isoperimetric inequality is valid for piecewise C! curves.
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24. Consider a straight line r in the plane and a flexible string C of length L. By
placing C in the plane so that its ends are on r, we obtain a figure bounded by r and by
C and whose area depends on the shape we give the string (see figure above). Show
that the figure of maximum area among all those so obtained is a semicircle based on
r.

T

A

Figure 1.10

25. Given two points p and ¢ in the plane and a flexible string C of length L > |p — ¢|,
determine the figure of largest area among those bounded by C and by the line segment
Pq.

26. Let a be a convex closed curve, piecewise C', of perimeter L, bounding a region
Q of area A. Let r; and r, be two parallel lines at a distance d from each other such
that both touch «, and « is contained in the strip bounded by the them. Consider an
orthonormal Cartesian coordinate system whose vertical axis is r; and whose origin
is the midpoint of the line segment | N @ (a line segment which may contain a single
point). There thus exist functions piecewise C' f, g: [0,d] = R such that:

A
T T

(t,f(1))

(t,g(1))

Figure 1.11
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- f(1) 2 g(t) Vie[0,d], f(0)=-g(0)20;
2. the trace of @ consists of the graphs of f and g and the vertical segments

{0} < [£(0), £(0)] and {d} x [¢(d), f(d)];

3. fis a concave function and g is a convex function.

—

1
(a) Define h = 3 (f - g). Show that A is a concave function piecewise C', and

conclude that the region Q bounded by r1 and r, and by the graphs of the functions &
and —h is convex.

(b) Let L and A be the perimeter and area of Q. Show that A = A and L < L, and
that the inequality is an equality only in the case where f = —g.

(c) Assume that o has minimal perimeter among all convex piecewise C! curves
encompassing a fixed area A. Conclude, without using the isoperimetric inequality,
that « is a circle.

Hint: « has an axis of symmetry in each direction. Show that all these axes pass
through the same point.

27. Let « be a regular convex curve of constant width £ that bounds a region of area
2

g . . e .
A. Show that A < ﬂT , with equality only if « is a circle.
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Chapter 2 heckio
Regular Surfaces

In this chapter we introduce regular surfaces, the object of all our further study,
defining them as those subsets of R 3 that can be described locally by two independent
parameters. We introduce notions such as tangent space, differentiable function and
diffeomorphism, and consider the problems of orientability and the measurement of
quantities (areas, lengths . ..) on surfaces.

2.1 Definition and Examples

We all have an intuitive notion of what a surface is, and any attempt to describe that
notion would inevitably fall into redundancy. We accept, however, that the plane is
the simplest surface of all, and that a good way to construct models of others is by
gluing together various pieces of paper. Our definition of surface is the mathematical
elaboration of this idea.

A subset S of R 3 is called a regular surface if, for each p € S, there exist an open
neighborhood V € R 3 of p, an open subset U € R 2, and a bijection ®:U - V n S
with the following properties:

i. @ is of class C*°;
ii. @ is a homeomorphism (i.e., its inverse ® 1V nS > U is continuous);
iii. for all g € U the Jacobian matrix J®(g) has rank two.

A mapping @ with these three properties is named parameterization or system
of (local) coordinates of S. We usually denote the points of U by (u,v), so that u
and v are local parameters of S, and the partial derivatives of @ are denoted by @,
and ®,,. These vectors describe the velocities of the coordinate curves, which are the
curves obtained by fixing one of the parameters and varying the other. Moreover the
columns of the matrix J®(u, v) are precisely @,, and ®@,, so that condition iii. above
expresses that, for each (u,v) € U, ®,, and ®,, are linearly independent.
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Figure 2.1

A subset of the surface S is called open if it is of the form V n §, where V is
an open subset of R 3. An important observation is that any point of S has an open
neighborhood (in §) homeomorphic to a disk, and this neighborhood can be taken as
small as we wish: indeed, if (U, ®@) is a parameterization in the neighborhood of p,
there exists some open disk D (of arbitrarily small radius) containing ®~'(p) and
contained in U, and ®(D) is the sought neighborhood.

Examples 2.1.1 A. Any plane IT in R 3 is a surface: in fact IT admits a description of
the form ¢ (u,v) = po+uw; +vwy, where (u,v) € R 2, pg € IT and w;, w, are linearly
independent vectors. The conditions i. and iii. are trivially verified, and ii. follows
from the fact that the solution of the equations ¢(u,v) = p, for p = (a,b,c) €1, is a
first degree function at a, b, ¢, hence continuous. This means that IT is all covered by
a single (called global) parameterization.

B. If f:U — R ? is a differentiable function defined on an open subset R 2, its graph
{(u,v, f(u,v)): (u,v) e U} € R is a surface admitting the global parameterization
D(u,v) = (u,v, f(u,v)), (u,v) eU.

C. The union S = IT; UTII, of two non-parallel planes is not a surface, since the points
of IT; nII; have on § no neighborhood homeomorphic to a disk.

D. A parameterization of the sphere 8> = {(x,y,z) € R 3:x? + y? + 72 = 1} covering
the northern hemisphere is

®(u,v) = (u,v,\/ 1-(u?+ vz)),

defined on the disk { (u, v): u*>+v? < 1}. With a few more analogous parameterizations
(how many are needed?) we can cover the whole sphere, which therefore is a surface.
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Figure 2.2

Another type of parameterization of $?, which excludes only one meridian, is given
by the spherical coordinates, which are the colatitude 8 € ]0, 7| and the longitude
¢ €] —m, [ (Fig. 2.2), defining the point

Y(p,0) = (sinfcos ¢, sinf sin ¢, cos ).
The tangent vectors to the coordinate curves are

W, (p,0) = (—sinfsing,sinfcos ¢, 0),
Wo(p,0) = (cosfcos ,cosfsin g, —sinf),

whose vector product
¥, x ¥y = —sin b (sin 6 cos ¢, sin 6 sin ¢, cos §)

has length sin @, and so is nonzero: therefore ¥, and Wy are linearly independent.
We mention that some authors use, in spherical coordinates, the latitude 6 =

% -0 (67 € ]—%, %D instead of the colatitude, thus obtaining
Y(,8) = (cosfcos ¢, cosFsing,sind).

E. The sphere is a special case of a surface of revolution, which is obtained by rotating
a planar curve around an axis contained in the plane of the curve. Assuming that the
curve a(v) = (p(v),0,z(v)) is defined on an open interval 7, is a homeomorphism
onto its image, and that p(v) > 0 for all v € I, the mapping

®(u,v) = (p(v)cosu, p(v)sinu, z(v)),
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where (u,v) € |-m, [ x I, is a parameterization of the surface obtained by rotating
a around the z-axis. To show that ®~! is continuous, we make use of the formula
sinu

t u
g2 1+cosu

and of the fact that f(u) = tg % is a diffeomorphism of |-n, 7| and R . The equality

®(u,v) = (x,,z) is then equivalent to the combination of the two equalities

eS| y S|

which proves that ®~! is continuous.

F. By analogy with the definition of a parametrized curve, we define parametrized
surface as a differentiable mapping ® of a connected open subset of R 2 into R 3
whose Jacobian has rank two at all points. This definition does not require that @ be
injective, and so its image, being allowed to have self-intersections, is not necessarily
a regular surface; but it may not be so even if @ is injective, as the following example
shows:

1/2xw 1/n

Figure 2.3

Leta(u) = (x(u), y(u)), u>0, be a simple regular curve of class C* that includes
the vertical line segment {0} x ]I, 1] and the graph of the function sin %, x €]0, %],
this curve accumulates in the neighborhood of {0} x ] —1,1[ (see Fig. 2.3). The
trace S of the parametrized surface ®(u,v) = (x(u), y(u),v) is not a surface: if it
were, each p € S would have arbitrarily small neighborhoods V in R3 with V n §
homeomorphic to disks; but that does not happen if p € {0} x ] —1,1[ xR, because
V n S has infinitely many connected components for all sufficiently small V.

This means that not all parametrized surfaces define regular surfaces. But it is
also not easy, and in some cases not even possible, to describe regular surfaces as
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parametrized surfaces (i.e., as the image of one single function ®). There is in general
no reason to privilege a particular (even global) parameterization on a given surface.

In conclusion: surface for us means regular surface, and only in the exercises we
will mention parametrized surfaces.

Exercises

28. For each a € R, the polar coordinates ®(p, ¢) = (p cos g, psing), with p > 0
and ¢ € ]a — 7, a + x[, define a parameterization of R 2 that excludes a half-line. (We
consider R ? as a surface by identifying it with the plane R 2 x {0} cR?.)

29. Consider a helix parametrized by (cosz,sinz,t) (¢ € R ). The helicoid is the set
formed by all (horizontal) lines connecting each point of the z-axis with the point of
the helix at the same height (see Fig. 2.4). Show that the helicoid is a regular surface.

Figure 2.4
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Figure 2.5

30. Consider the sphere 8% = {(x,y,2z):x*> + y> + z* = 1}. The stereographic
projection is the mapping m: S?\{(0,0,1)} — R ? defined as follows: (7(p), 1)
is the intersection point of the plane z = —1 with the line that contains the points
(0,0,1) and p (see Fig. 2.5).

(a) Obtain an explicit formula for 7. Show that 7 is a bijection and that (R 2, 77!)
is a parameterization of S2.

(b) Conclude that there are two parameterizations of S? whose union covers the
sphere.

(c) Is there any global parameterization of 8 (i.e., whose image is S)?

31. Consider in R ? the circle C = {(x,y,z): (y - 2 +2=1,x= 0}. Show that the
set T2 which is obtained by rotating C around the z-axis is a regular surface (the torus)
— a parameterization is given by ®(u,v) = ((2+cosv)cosu, (2+cosv) sinu,sinv),
where (u,v) € |-, n[ x |-x, x| (see Fig. 2.6).
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32. The tractrix is the planar curve obtained as follows: let us fix a line (let it be
the z-axis); the distance from any point p on the curve to the point of intersection
p’ of the tangent line to the curve at p with the fixed line is constant, equal to
C > 0. Parametrize the tractrix using the angle ¢ in Fig. 2.7 as a parameter (note that
t €15, m]). [The surface of revolution obtained from the tractrix around the z-axis is
the pseudosphere].

2.2 Change of Parameters, Level Surfaces

In this section we gather a number of technical results, such as the change of
parameters on a surface, level surfaces, and the fact that any surface is locally the
graph of a function. We make systematic use of the inverse function theorem, and the
proofs are largely routine — so it seems more instructive (and less monotonous) if,
instead of reading all these proofs, the reader tries to reconstruct some of them by
herself.

In our further study we will make use of local coordinates to express certain
concepts, and our first caution is that such concepts should not depend on the
coordinate system used, but only on the surface. Assume then that (U, ®) and (U, V)
are two parameterizations of the surface S, and that the open set W = ®(U) n ¥ (U)
is non-empty. Under these assumptions (see Fig. 2.8) we have the following result.

V\t

Figure 2.7



38 2 Regular Surfaces

Proposition 2.2.1 The coordinate change ®' o ¥: ®~1(W) - W~1(W) is a diffeo-
morphism.

Proof 1Tt suffices to show that @ 'oW¥ is differentiable, because the same argument
proves the differentiability of its inverse W~!o®. We write

O(u,v) = (x(u,v), y(u,v), z(u,v)),
Y@ v) = (x(@v),y(@7), z(&7));

and, given (@ip, Vo) € $~1 (W), let us show that ®~! o W is differentiable at (i, 7).

Putting (1o, vo) = @' o W(iip, V), some 2 x 2 submatrix of J®(ug,vo) has
nonzero determinant, and we assume that it is the one formed by the first two rows
0(x,y)
d(u,v)
there exists some open neighborhood D ¢ ®~1 (W) of (u, vo) such that the restriction
of f(u,v) = (x(u,v),y(u,v)) to D is a diffeomorphism onto the image. It follows
that ®~! o ‘I’|ll,_lO o(D) is differentiable because it is a composition of differentiable

mappings:

(whose determinant is usually denoted by ). By the inverse mapping theorem,

(#,7v) » ¥(@,7) = (x,y,2) ~ (x,) rLL (u,v) = @' o ¥(&,v).0

Figure 2.8

Let us point out that the foregoing proof establishes a more general fact than 2.2.1:
if a is a differentiable function defined on an open subset of R (a curve, for example)
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whose image is contained in a surface S, then, for any parameterization ® of S,
&' o « is differentiable at all points where it is defined.

In the previous section (example D) we noted that the graph of any differentiable
function is a surface; the next proposition says that locally this example is as general
as possible.

Proposition 2.2.2 Any point p of a regular surface S has in S a neighborhood W of
one of the following three forms:

W ={(x,y,h(x,y)): (x,y) € R},
W ={(x,h(x,2),2):(x,2) € R},
W ={(h(y.2).y.2):(y.2) € R}
— with, in all three cases, R is an open subset of R > and h is a differentiable function.

Proof Let (U, ®) be a parameterization in the neighborhood of p. One of the three

determinants

o(x.y)  9(x.2) 9(y,2)

s and s

d(u,v)’ 0(u,v) d(u,v)
say the first one, is nonzero when computed at ®~!(p). The inverse mapping theorem
then guarantees that there exists an open neighborhood D ¢ U of ®~!(p) restricted
to which f(u,v) = (x(u,v), y(u,v)) is a diffeomorphism onto the image. Now W =
@ (D) is the sought neighborhood, since R = f(D) is an open subset of R 2, h(x,y) =
zo f~1(x,y) is differentiable, and W = ® o f~'(R) = {(x, v, h(x,¥)): (x,y) e R}. O

Example 2.2.3 Proposition 2.2.2 gives us a criterion to show that certain sets are not
surfaces, which we illustrate with the cone

C={(x,y,2) eR3:z= VX2 +y2}.

If C is a surface, there exists an open subset V of R 3 containing the point (0,0, 0)
such that V n S is the graph of a differentiable function 4. But & can only be a
function of (x, y), because none of the projections of C on the other coordinate planes
contains a neighborhood of (0,0). Thus A(x,y) = \/x2 + y2 and this function is
not differentiable at (0, 0). Therefore, C is not a surface. [But the origin is the only
problematic point: C\{(0,0,0)} is a surface]. ]

A ready way to define a surface is by an equation of the form f(x,y,z) = a, where
fvVc R3 - R is a differentiable function. Not always, of course, does such an
equation define a surface: we have to impose on f a certain degree of non-degeneracy,
which we are going to describe.

A point p € V is called regular (for the function f) if the gradient vector

_ (9L of of
vf_((?x’c?y’(?z)’

computed at p, is a nonzero vector; and a € R is a regular value of f if f~'({a}) is
non-empty and contains only regular points.
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0
The condition 6—f (p) # 0 guarantees that in a neighborhood U of p € f~!({a}),
z

f is strictly monotone along vertical segments, and therefore each of these segments
intersects f~!({a}) at most one point. In fact, the proof of the next proposition
consists essentially in showing that under these circumstances f~'({a}) n U is the
graph of a differentiable function of (x,y).

Proposition 2.2.4 If a is a regular value of f:V — R then f~'({a}) is a regular
surface.

0
Proof Assuming that 6—f (p) #0, we define
z

F(x,y,2) = (x,y, f(x,5,2))-

0
Since detJF(p) = a—f( p) # 0, the function F is invertible in a neighborhood of
z

p: so there exist open subsets U, W ¢ R 3 such that peUcV, and F sends U
diffeomorphically onto W. Let us now note that the inverse G:W — U of F|  has
the form G(x,y,z) = (x,y,g(x,y,z)) and that, for (x,y,z) € U, all the following
equalities are equivalent:

f(x.y.2) =a,
F(x,y,2) = (x,y,a),
(x,y,2) =G(x,y,a),
z=g(x,y,a).

The equivalence between the first and last subset of these equalities shows that
Un f~1({a}) is the graph of the differentiable function A (x,y) = g(x,y,a), whose
domain is the open subset R = {(x,y) € R?: (x,y,a) € W} — and this concludes the
proof that f~!({a}) is a surface. ]

The sets £~ ({a}) are the level sets of f and, when a is a regular value, they are
also called level surfaces. Taking for example

2 2 2
Xy oz
f(X,y,Z)—?‘*‘ﬁ‘f‘g,

we see that the ellipsoid

22 . 2 .

a? b2 c?
is a regular surface, since V f (x, y, z) is nonzero for all (x, y, z) # (0,0,0). In general,
any non-degenerate quadric in R 3 is a regular surface, since, for an appropriate
orthonormal basis, it has equation x + 82y2 + 83Z2 = 0 if it is a paraboloid, or
e1x? + &2y% + &322 = 1, with (g1,&2,e3) # (0,0,0), if it is a hyperboloid or an
ellipsoid.



2.2 Change of Parameters, Level Surfaces 41

An important caveat is that the condition that a be a regular value is by no means
necessary for f ' ({a}) to be a surface. A simple example is given by f(x,y,z) = x’:
the set f~!({0}) is a surface, even though it consists only of singular points of f.

Note 2.2.5 A level surface is not necessarily connected, as shown by the two-leaf
hyperboloid defined by the equation z> — x> — y? = 1. For the benefit of the reader
unfamiliar with the concept, we give here the definition of connectedness and a brief
discussion: a set A € R " is called connected if it cannot be split, i.e., if there are no
disjoint open subsets V and W of R" suchthat AnV g+ AnWand AcVuW.
The hyperboloid above, for example, is not connected because it admits the splitting
V={(x,y,2) € R3:z> 0} and W = {(x,y,2) € R3:z< 0}. The connected subsets of
R are the intervals; the balls in R (disks in R 2) are connected. Connectedness is a
topological property, in the sense that the image of a connected set under a continuous
function is still connected.

To put it suggestively, a surface is connected when it is made up of a single
chunk. A useful connectivity criterion for surfaces (and for open subsets of R ™)
is the following: S is connected if and only if, for every p and q on S, there exists
a piecewise differentiable curve a:[a,b] — S such that a(a) = p and a(b) = q.
[Proof: if V and W split S, then there is no curve in S that joins p e SNV tog e SnW,
because the trace of a curve, being a continuous image of an interval, is connected.
On the other hand, if S is connected and p € S, consider the set R = {g € S: there
exists a curve in S from p to g}. Given g € S, let (D, ®) be a parameterization in the
neighborhood of ¢, where D € R ? is an open disk. Any r € ®(D) can be joined to ¢
by a curve in S: the image under @ of the line segment [®~!(g), ®~!(r)]. Thus, if
q € R (resp. g € S\R) then ®(D) ¢ R (resp. ®(D) ¢ S\R). Therefore R and S\R are
open subsets of S and, since S is connected, one of them, necessarily S\R, is empty.
Therefore S = R, which proves what we wanted. ] O

Now that we have a method for establishing that a set is a surface without using
any parameterization, our next proposition states that if S is a surface, anything that
appears to be a parameterization of S is indeed so.

Proposition 2.2.6 Let S be a surface, U be an open subset of R %, and ®:U — S be a
differentiable mapping. If ® is injective and J®(u,v) has rank two for all (u,v) on
U, then ® is a parameterization of S.

Proof One just has to check the continuity of the inverse ®~':®(U) — U. Given
(10, vo) € U, the point ®(ug, vo) has, by 2.2.2, an open neighborhood V in R 3 such
that V n S is the graph of a function that we assume to depend on (x,y). Thus,
VnS={(x,y,h(x,y)):(x,y) € R}, where R is an open subset of R 2. and, taking an
open disk D ¢ U centered at (ug, vo) and such that ®(D) ¢ V, the restriction of @ to
D can be written as @ (u,v) = (x(u,v), y(u,v), h(x(u,v), y(u,v))). We then have
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d)u—ax(l,o,ah)+ay(0,l ah),

~ Ou ox/] Ou "y
o= 2 (10.50)+ 2 01,57),
ov ox ov dy
QDMXQD‘,:{B—XQ—@Q}(I,O,%)X 0,1,%
ou dv  0v du 0x ay
_0y) (Lo _an
CA(uv) \ ax’ dy’
a(x.y)

—and from this, since ®,, x ®,, is nonzero, it follows that + 0. We can therefore

u,v)

assume, shrinking D if necessary, that x o <I>| p [Where m:R 3 - R 2 is the projection
on the first two coordinates] is a diffeomorphism onto its image, which is then an open
subset E of R 2. Thus, ®(D) = {(x,y, h(x,y)): (x,y) € E} is an open neighborhood

of @(ug, vp) in S, and the restriction ! | o(D) is continuous, because it is given by

. -1 . . -1 .
the composite (o d)| D) o 1 of continuous functions. Thus ®~! is continuous on
D(up, vo). O

Exercises

33. Show that any surface is locally a level surface. Given p € S, there exist an
open neighborhood V of p in R 3 and a differentiable function f:V — R such that
SV =f"1({0}) and 0 is a regular value of f.

34. Show that if two surfaces S; and S, intersect transversely at p then there exists
an open neighborhood V of p (in R ) such that §; N S, NV is the trace of a regular
curve. (We say that S1 and S intersect transversely at p if 7,51 # T, S3.)

2.3 Differentiable Functions on Surfaces, Tangent Space

The results of the previous section prepared the setting to do Differential Calculus on
surfaces; and we can now, in this section, explain what is a differentiable function in
such a context. The derivatives of such functions are defined not on the surface but
on its tangent spaces, a concept that we also introduce here.

Let S; and S5 be two surfaces. A mapping f: S| — S is called differentiable if its
expression in local coordinates is differentiable: more precisely, if there exist, for each
p € Sy, parameterizations (U, ®) of S and (V, ¥) of S in the neighborhoods of p
and f(p), respectively, such that ¥~! o f o ® is differentiable. Similarly, a function
f:81 — R iscalled differentiable if every point of S| has a parametrized neighborhood
(U, ®) such that f o @ is differentiable. A diffeomorphism is a differentiable bijection
f:81 = 8> whose inverse is also differentiable.
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Observations and Examples 2.3.1 A. Proposition 2.2.1 guarantees that if f:S; — S»
is differentiable, then, for all parameterizations ® and ¥, the mapping ¥~! o f o ®
is differentiable. This means that our definition does not depend on any choice of
parameterization.

B. If f:S; — S, is differentiable and (U, ®) is a parameterization of S; then
fo®:U — R is differentiable, because locally we can write fo® = ¥o (¥~ o fod),
using appropriate local coordinates (V,¥) in S,. But the converse is also true: if
f o @ is differentiable for any parameterization (U, ®) of S; then f:§; - S, is
differentiable. This is a consequence of the observation we make following the proof
of 2.2.1.

C. Let f:R?® — R? be a differentiable mapping such that f(S;) ¢ S,. Then
fls;:S1 — Sz is differentiable, and an analogous observation can be made for
functions g:R > — R . As examples, we have g;(p) = (p, v), where v is a unit vector
of R3 [g1 measures the “oriented height”, in the direction of v, of p relative to the
origin (0,0,0)], and g2(p) = |p — po|>, which measures the square of the distance
from p to a fixed point pg. Both these functions, restricted to any surface S, are
differentiable.

D. Let S be a surface of revolution around an axis r and let Rg be the rotation of
angle 6 around r. The mapping Rg|s: S — S is a diffeomorphism: its inverse is R_g|s.
For a more interesting example, consider the torus of revolution T? parametrized
by ®(u,v) = ((2 +cosv)cosu, (2 +cosv)sinu,sinv). The restriction of @ to any
square of the form ]Ja — m,a + x[x]b — 7, b + x| is injective, and is therefore a
parameterization of T2. Fixing (uo,vo) € R 2, we define a mapping f:T? — T2 by
the condition:

o if p=®(u,v) then f(p) = ©(u +ug,v +vp).
Let us show that f is differentiable: in fact, given g € T, ¢ = ®(u1, v ), the mappings

d=d

¥Y=0

|]u|7ﬂ,u1+7r[><]v177r,v1+7t[
‘]ul+u0—7r,u1+u0+7r[><]v1+v0—7r,v1+v0+7'r[

are parameterizations of T2 in the neighborhoods of ¢ and f(q), respectively; and
P10 fo®(u,v) = (u+up,v +vo) is obviously differentiable, which proves that f
is differentiable in a neighborhood of g. The same argument proves that the inverse
is differentiable, and therefore f is a diffeomorphism. It follows in particular that,
given any two points p, g € T2, there exists some diffeomorphism f:T? — T2 such
that f(p) = q. (See also Exercise 40 in this section.) O

We now deal with the tangent space to a surface S at a point p, which we denote
by T),S. We define T}, S to be the set of velocity vectors, at the point p, of the curves
whose graph isin S:

T,S={a'(0) |a:]-&,e[ - S is C* and «(0) = p}.
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Our next proposition shows that 7, S is a vector subspace of R 3 of dimension two,
which justifies calling p + T}, S the tangent plane to S at p.

Proposition 2.3.2 If (U, ®@) is a parameterization of S in the neighborhood of p then
TpS = DDgo1 () (R?).

Proof Let us prove the inclusion 7,S ¢ D(I)q,_l(p)(Rz). Given a'(0) € T},S, we
can assume that a(]-&,&[) € ®(U). Then the curve § = ® ' o a:]-¢,6[ -
U is differentiable; writing @ = ® o 8, we obtain, by the chain rule, ’(0) =
D1 (B(0)).

Let us treat the opposite inclusion. Given a vector w € R 2, let us take £ > 0 so that
the line segment 8(t) = ®~'(p) + tw, |t| < &, is contained in U. Putting a = ® o j3,
we have D®g,-1( ),y (W) = DP@g-1(,,)(8'(0)) = a'(0) € T}, S. ]

In practice, what we did was to write the curve « in local coordinates: if a(#) =
®(u(t),v(r)) then « is differentiable if and only if so are both functions u(¢) and
v(t); and the chain rule provides the equality a’(¢) = u'(¢)®, + v'(¢)®,, which
shows that at each point of ®(U) the tangent space is generated by the vectors @,
and @,,.

Example 2.3.3 The tangent space to the level surface S, = f~!({a}) at point p is the
orthogonal complement of the line generated by V f(p). In fact, if @: |-¢,&[ > S,
satisfies @(0) = p then f o a(t) = a for all t € ]|-g, &[, so that (Vf(p),a’(0)) =
(f o@)'(0) = 0 — which shows that V f(p) is orthogonal to 7, S,,. ]

Let f:S; — S, be a differentiable mapping at p € S;. The derivative of f at
p is the mapping D f,:T,S1 — Ty(p,)S2 defined as follows: if @’(0) € 7),S; then
Df,(a'(0)) = (f o@)’(0). That is, D f,, sends the velocity vector at p of a given
curve to the velocity vector at f(p) of the transform of that curve by f. Of course,
the same vector represents the velocity vector at p of many different curves, but we
will see below that D f}, is well-defined. Let us take local coordinates ®(u, v) and
¥ (i,v) at p and f(p), and let us put f = ¥~! o f o ®: with this notation we have
the following result.

Proposition 2.3.4 D f},:T),S1 — Ty(,,)S2 is a linear mapping whose matrix with
respect to the bases (@, ®,) of TSy and (Yz, ¥5) of Tf(p)Sa is the Jacobian of f
on @ (p).

Proof Writing a(r) = ®(u(t),v(z)), the curve B = f o a is given by B(r) =

W(u(t),v(r)), where (u(¢),v(¢)) = f(u(t),v(t)). Differentiating the last equality,

we obtain
7(0)\_ ,~ CON 7 (40
(V’EO%) = Jf(u(()),v(())) (VIEO;) = qu)—l(P) (V’gog) (*)

The equality D f,(e'(0)) = (f o @)’(0), which defines D f,,, can be rewritten as

Df,(u' (0)®, +v'(0)®@,) =& (0)¥7 + 7' (0)¥5. (**)
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From (*) and (**) it follows that D f,, («'(0)) is well-defined, not depending on &
but only on @'(0); and that furthermore D f, is linear and has matrix J fg-1(,,y with
respect to the given bases. |

We end this section with two results which are the transpositions of the inverse
mapping theorem and the chain rule to the context of surfaces. The proof of the first
one is left as an (easy) exercise.

Proposition 2.3.5 Let f:S; — S, be a differentiable mapping and p € Sy such
that D fp:TpS1 = Tr(p)S2 is a linear isomorphism. Then there exists an open
neighborhood U of p in S| and an open subset V of S, such that f‘U: U—-Visa
diffeomorphism.

Proposition 2.3.6 If f:S; — S, and g:S, — S3 are differentiable then g o f is
differentiable and, for all p € Sy, we have D(g o f)p = Dg(p) © D fp-

Proof The verification that g o f is differentiable is left to the reader. As for the
second statement, let us take u € 7,51 and a curve @ such that a’(0) = u, and let
usput 8= foa,y=go foa,v=p(0),w=7y'(0). We then have D f,,(u) = v
(because B = foa), Dgy(,) (V) = w(because y = gof3), D(go f),(u) = w (because
y = (g0 f) o), and therefore D(g o f),(u) = (Dgg(p)y o D fp) (). o

Exercises

35. Consider the function f:R > - R given by f (x,y,2) = 2x? - y? - z%. Determine
the equations of the planes which are tangent to the surface f~!({1}) and parallel to
the plane given by the equation 2v/2x + y + z = 0.

36. (a) Show that the paraboloid z = x? + y? is diffeomorphic to the plane.
(b) Show that the sphere S? and the ellipsoid
222

S+ 5+—==1
a? bz 2

are diffeomorphic.

37. Let V be a neighborhood of the origin in R? and let ®:V — R? given by
®(u,v) = f(u) + g(v) be a parameterization of a regular surface S. Show that the
tangent planes to S along the curve ®(u, 0) are all parallel to the same line.

38. A differentiable mapping f:S; — S is called a local diffeomorphism if each point
p € S has a neighborhood W in S| such that f ’W: W — f(W) is a diffeomorphism.
Show that if f is a local diffeomorphism then D f}, is a linear isomorphism for all
pes.

39. Show that if all normal lines to a connected surface pass through the same point,
then that surface is contained in a sphere.
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40. (a) Given 0 < r| < rp and ¢, consider a function g:R — R that is C*°, monotone
and such that g(x) = ¢o for x < ry, and g(x) = 0 for x > rp (see ex. 17). Let
h:R? - R 2 be the mapping that sends the point with polar coordinates (p, ¢) to the
point with coordinates (p, ¢ + g(p)). Show that 4 is a C* diffeomorphism. How
does i behave in {p e R%:|p| <r;} and {p e R%|p| > ry}?

(b) Let (U, @) be a parameterization of S such that U contains the closed disk
with radius r, centered at the origin. Show that ® o 1 o @~ 1: ®(U) — ®(U) extends
to a diffeomorphism of S.

(c) Show that if S is connected then for any two points of S there exists a
diffeomorphism of S that sends one of these points to the other one.

41. Define explicitly a differentiable mapping T2 — S? that is surjective.

42.Let S = {(x,y,z) eR3x #0,z=xf(y/x)}, where f:R — R isa C* function.
Show that S is a regular surface, and that all tangent planes to S pass through the
origin.

43. Consider the mapping

®(u,v) = (a(uv+ 1) bu-v) c(uv- 1)),

u+v o ou+v o ou+v

where a, b, c # 0 and u + v # 0. Find an equation that implicitly defines the image of
@, and conclude that it is a surface. Compute the normal vector and the tangent plane
at each point.

2.4 Orientability

A surface is orientable when it is possible to distinguish its top from the bottom, so
that an observer placed on it can distinguish left from right. This approach works
when the observer is three-dimensional and has an idea of the position of the surface
in space; it is more intricate to explain how two-dimensional beings whose universe
is the surface will know whether it is orientable or not.

Given two linearly independent vectors v and w in R 3 the trihedron (v,w,N),

where
1

v xwl

(vxw),

forms a positively oriented basis of R 3, meaning that the matrix whose columns
are (in the same order) these vectors has positive determinant. The unit vector N is
orthogonal to the plane I generated by v and w, introducing an orientation in IT as
follows: a basis (vq, wy) of I1 is called positively oriented if the triplet (vi, wy, N) is
a positively oriented basis of R 3. in other words, if

1

N=——
[vi x wi|

(vi x wp).
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We thus recognize that IT has exactly two orientations, one induced by N and the
other one by —N.

We say that the surface S is orientable if it is possible to choose, for each p € S, an
orientation on 7, S that varies continuously with p — more precisely, if there exists a
continuous function N:§ — S? such that, for each p, N(p) is orthogonal to T,S. We
call such a field of normal vectors N an orientation of S.

For example, level surfaces are orientable, because the vector field

N(p) = vf(p)

IVf( )|

is an orientation of f~!({a}) (see example 2.3.3).
Surfaces that admit a global parameterization ®(u, v) are also orientable, because
on them we can define

N(p) = q)uxq)vLD

1
|, x @, | ~(p)”
More generally, each parameterization (U, @) of S induces, by the preceding formula,
an orientation in the open ®(U) € S; the problem is to “glue” together the various
local orientations to obtain an orientation of the whole surface.

Proposition 2.4.1 Any orientable connected surface has exactly two distinct orienta-
tions.

Proof Given two orientations N and N of S, we have, for each p in S, N(p) = N(p)
or N(p)) = =N(p), since these two unit vectors are orthogonal to the same plane
T,S. Thus, the function 0: S — R defined by o(p) = (N(p), N(p)) is continuous
and only takes the values 1 or —1. Since S is connected, its image o-(S) < {-1,1}
is also connected, and is therefore reduced to only one element. Hence, we have
N(p)=N(p)orN(p)=-N(p)forall peS. ]

Example 2.4.2 The Mobius strip M is the surface obtained by gluing the two ends of
a paper strip so that their opposite vertices coincide. We will now see that this surface
is non-orientable:

To obtain a parameterization of M, we fix a circumference and consider a line
segment that intersects, at its midpoint, orthogonally the circumference. We let
the line segment travel around the whole circumference, letting it rotate around its
midpoint and return to the starting point with reversed endpoints. We put

0 0 0
®(0,1) = ((2—tsin E)cos@, (2—tsin E)sin@,tcos 5)’

where (60,¢) € R x ]-1, 1[. We note that every restriction of 6 to some interval of
length 27 yields a different parameterization of M. The curves 6 = ¢ represent the
various positions of the generating line segment of M along the circumference ¢ = 0.
We also note that ®(6 + 2x,1) = ®(6, —r). To simplify the calculations, we introduce
the moving orthonormal trihedron
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Figure 2.9

given by the three vectors

e1(0) = (cos6,sin0,0)
e2(0) = (—sin6,cos0,0)
e3(0) = (0,0,1),

which satisfies the relations e;’(6) = €2(6), €2'(0) = —e1(6), e1(9) x e2(8) = e3(8),
e2(0) xe3(0) =e1(0), e3(0) x e1(0) = e2(0). Writing

D(0,1) = (2 —fsin g) er(0) +1cos g e3(0),
we easily conclude that
0 0 0 t
®y x D, = (z —tsinE) [cos 2 e1(6) + sin Eeg,(e)] + 2 ea(6).

Let us now assume M orientable with orientation given by N:M - S2. The

L . . .=~ 1
parameterization d>|]0,27r[x]_1’1[ induces the orientation N = m @y x ®; on

W = M\{(2,0,7):t €] -1,1[ }; and, by 2.4.1, we have N = N|W or N = —N|W.
We shall now see that N has no continuous extension to M, which proves the
non-existence of N.

In fact, if there was such an extension, then there would exist l(im : N (p), but
p—(2,0,0
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lim No®(6,0) = lim [cos He (6) + sin 6’e (9)] (1,0,0) #
o s =1 ~ m — = s Uy
6—-0t 0—-0* 2 1 2 2
N . 4 .0
021217117 No®(0,0) = 921217117 [cos Eel(é’) +sin Eez(e)] =(-1,0,0).

To sum up, what we have done shows that if a normal vector makes one complete
turn around M, then it returns to the starting position pointing in the opposite direction.
It is thus possible to go “from up to down” by walking on the Mobius strip, which
justifies the statement that it has only one side. o

Our definition of orientability has the disadvantage of obscuring that this concept
is invariant under diffeomorphisms. For example, we saw that a Mobius strip,
corresponding to a certain M of R 3 is non-orientable; but can we from this draw the
same conclusion for all Mobius strips (i.e., for all surfaces that are diffeomorphic to
M)? There is another orientability criterion that allows one to more easily justify the
(affirmative) answer to this question.

An oriented atlas of a surface S is a collection (U, @) ., of parameterizations
of S such that:

(i) the parameterizations cover S, i.e., S = UI D,(Uy);

ac

(ii) for all @, B € Z, the Jacobian of d);l o @, has positive determinant at all points
where it is defined.

Before we move on, consider two parameterizations ®(u,v) and W(#,V) that
intersect on an open W of S. We thus have

®(u,v) =¥(u,v) *)

for (u,v) e ® (W) and (@,7) = ¥~' o ®(u,v). By differentiation of (*) we obtain
the two equalities

ou ov ou v
¢u=%q]ﬁ+a\1”‘7, q)VZEIPﬁ‘FETﬁ,
from which
ou v o0u v _
D, x D, = (5 5 - 5 a) Yy x Wy = (detJ(‘P ! O(D)(u’v))lp',;x Ysr.

This latter formula allows us to conclude that the two conditions

1 1
0 e, v,
|, x D, | ¥ x Wyl (%)

b)  detJ(¥ ' o®),,) >0,
are equivalent. We can now state the alternative orientability criterion.
Proposition 2.4.3 S is orientable if and only if it has an orientable atlas.

Proof Suppose that N is an orientation of S. Given p, € S, let (U, ®), with U
connected, be a parameterization in the neighborhood of p,. Then, by 2.4.1, we
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1 1
TS| @, x Dy = Ny OF TN “Noy-
hypothesis, we take (Uy, @, ) = (U, @); in the second one, we take U, = {(u,v) €
R2: (u,~v) e U} and @, (u,v) = ®(u, —v); in each case @, induces on @, (U, )
the same orientation as N. The atlas (U, @) .7 Obtained in this way covers S and,
by the equivalence of conditions a) and b) above, is oriented.

Given now an oriented atlas (Uq, ®q) 7> We define an orientation N: S — S? by
requiring that its restriction to each open subset @, (U, ) is the orientation induced
by @,. By (¥*), there is no ambiguity in the definition of N; and, since N | ®

have D, xD, = In the first

is
(Y(U(l)

continuous and (®,(U,)) .. is a covering of S by open sets, N is continuous. O

ael

It follows from this proof that any orientation N: S — S? is a differentiable mapping,
because N is expressed as a differentiable function of the local parameters.

Let now f:S; — §» be a diffeomorphism between surfaces. If S; is oriented then
f induces an orientation on Sy as follows: given an oriented atlas (U, d)(,)a T of Sy
(which is compatible with the orientation of S1), then ¥ = f 0 @4, (Ua, Vo) o7 is
an oriented atlas of S, — since, by ‘P;l oY, = @;l o ®,, the coordinate changes
in either atlas are precisely the same. We call the orientation defined by the atlas
(Ua»,¥a) o7 0N S the orientation induced by the diffeomorphism f (from the given
orientation of Sp). In particular, any two diffeomorphic surfaces are either both
orientable or both non-orientable.

In the case of a diffeomorphism f:S — S of an orientable connected surface onto
itself, we say that f preserves orientation if the orientation induced by f on S from a
given orientation of S is equal to the original one; if it is the opposite one, then we
say that f reverses orientation.

Proposition 2.4.4 Let f:S — S be a diffeomorphism of a connected orientable
surface. Then:
(i) Whether or not f preserves orientation only depends on f, not on the orientation
of S.
(ii) For each oriented atlas A of S, one and only one of the following statements
holds:
det J(W o fo®)>0 forany (U,®),(V,¢) € A;

or

det J(W'o fo®) <0 forany (U,®),(v,¢) € A.

In the first case f preserves orientation, while in the second case it inverts it.

Proof Let N and —N be the two orientations of S. We define two oriented atlases A
and Aj; of S as follows: A (resp. A;) includes all parameterizations (U, @) of S such
that @ induces in ®(U) the orientation N | o (U) (resp. -N | ® (U)). Thus, any oriented
atlas is included either in A; or in A,, so that we can assume A = A;. Furthermore,
det J(¥~! o ®) < 0 whenever (U, ®) € A; and (V,¥) € A,.

The set f(A;) of the parameterizations (U, f o @) such that (U,®) € A,
is an oriented atlas of S, so that it defines on S one of the orientations N or
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~N. In the first hypothesis, f(.A;) € A; and therefore detJ(¥~'o fo®) > 0
whenever (U, ®), (V,¥) € Aj; in the second hypothesis, f(.A;) ¢ A, and thence
detJ(¥~' o fo®) <0 for (U,®),(V,¥) € A;. This proves (ii).

To prove (i), we take (U, ®) in A; and set V = {(u,v) € R%:(u,-v) € U},
¥(u,v) = ®(u,-v). Then (V, ¥) belongs to Ay, since the Jacobian of ¥~ o®(u,v) =
(u,—v) is negative; and, for the same reason, the parameterizations (U, f o ®) and
(V, f o ¥) cannot belong both to A; or both to A;. Therefore f(A;) and f(Az)
define distinct orientations, which proves (i). a

Example 2.4.5 Consider the diffeomorphism f:8*> — S? given by f(x,y,z) =
(-x,y,z). The parameterization

O(u,v) = (u,v,\/1- (u2+v?))

belongs to some oriented atlas of S? , since its domain is connected; and, since the
Jacobian of @' o f o ®(u,v) = (—u,v) is negative, we conclude that f reverses
orientation.

Exercises

44. Find out whether the antipodal mapping /:S?> — S? given by h(x,y,z) =
(—x, -y, —z) preserves orientation or not.
45. Consider the Mébius strip M parametrized by ©(6, ) = ((2 — ¢ sin g) cosf, (2 -
¢ sin g) sin @, t cos g) Show that if the circumference ¢ = 0 is removed from M, then
the resulting surface is still connected but is then orientable.
46.Let f: S| — S, be alocal diffeomorphism. Check whether the following statements
are true:

(a) if S, is orientable then S is orientable;

(b) if S is orientable and f is surjective then S, is orientable.

47. Let S be a connected orientable surface and let f: S — S be a diffeomorphism. Is
it true that f o f preserves orientation?

2.5 Areas, Lengths, and Angles: The First Fundamental Form

Any surface S € R inherits from the ambient space a notion of size that can be
used to measure the area of regions and the length of curves in S. This metric
structure, which we now introduce, enriches the concept of surface and enables a
finer classification than that by diffeomorphisms.

The first fundamental form of S at p € S is the quadratic form /,:7,S - R*
defined by 7,,(v) = (v, V), where (-, -}, is the restriction to 7,,S of the usual inner
product on R 3.

If ®(u,v) is a parameterization of S and @(r) = ®(u(t),v(¢)) is a differentiable
curve, we have
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Loy (@' (1)) = (' (1) @u + V' (1) @y, ' () Puy + V' (D) Py) o)
= ]a(z‘)(q)u)"‘,(t)2 +2(Dy, q’v)a(t)ul(t)vl(t) + Ia(t) (q)v)vl(t)2
=Eu' (1) +2Fu' (1)V' (1) + GV'(1)*,
where E, F and G are the so-called coefficients of the first fundamental form
for the parameterization ®(u,v), defined by E(u,v) = Igp(y,y)(Pu), F(u,v) =

(@uis @y ) (u,v)> G (1, V) = Lop(u,v) (P ). The above calculations show that the length
of a(t), t € [a, b], is given by

I(a) = [ab VEW () + 2Fu/ () (1) + G /(1) dr.

Therefore it is possible to compute the length of any curve in S knowing only the first
fundamental form (and hence its coefficients in any parameterization) without further
reference to the ambient space.

We point out that the matrix of the quadratic form Lg,,,) relative to the basis

((I)u,q)v) OfT(p(u’v)S isM = [E

F g] soifv=a®, +bd, and w = cd, + dPD,, the

c

d] =Eac+F(ad+

inner product of v and w is given by the matrix product [a, b] M [
be)+Gbd.

Examples 2.5.1 If v and w are orthonormal vectors and p € R ® then the parameteri-
zation ¥ (u,v) = p + uv + vw of the plane parallel to v and w which passes through
p has coefficients £ = 1, F = 0, G = 1. On the other hand, the coeflicients of the
parameterization ®(u,v) = ((2+cosv) cosu, (2+cosv) sinu,sinv) of T>are E = 1,
F:OandG=(2+cosv)2. ]

The first fundamental form also allows one to compute the angle between two
nonzero vectors v, w € 7, S this (non-oriented) angle is the only 6 € [0, 7] such that

COS@Z%(V W),
LMW

in local coordinates, writing v = a®,, + b®,, and w = c®,, + dD,,, we have

Eac+ F(ad +bc) + Gbd
V/(Ea%+2Fab + Gb2)(Ec? + 2Fcd + Gd?)

)

cosf =

If the surface S is oriented and ®(u,v) is compatible with the orientation, we can
assign a sign to the angles: the oriented angle < (v,w) (from v to w) is the only
0 €]- m,x] such that equality (*) is satisfied and such that it is negative when
ad - bc < 0, non-negative when ad — bc > 0. [Since the oriented angles are defined
up to integer multiples of 27, the representatives of the angle < (v, w) are thus all
numbers of the form 6 + 2k, k € Z .]

The angle between two curves a(¢) and B(s) in S at an intersection point
a(to) = B(so) is, by definition, the angle between the velocity vectors a’(zy) and
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B’ (50). For instance, it follows from the formulas deduced above that the angle between
the coordinate curves of the parameterization ®(u,v) is arccos (F / VEG ) €10, x[.
When F = 0 the coordinate curves intersect each other orthogonally; in this case
we say that ®(u, v) is an orthogonal parameterization. The above examples 2.5.1
are orthogonal parameterizations; in fact, as we showed in Section 3.3, any surface
admits orthogonal parameterizations.

We finally deal with the measurement of areas. If A € S is a region contained in a
single coordinate system (U, @), its area is defined by the integral

ﬂ |®, x ®,|dudv
=1(4)

— if such an integral exists (and it certainly exists when A is open or closed and the
closure of ®!(A) is a compact set contained in U). If A is not contained in a single
parametrized neighborhood, we can write it as a disjoint, finite or countable union of
regions A, whose areas we can compute, and add up the results.

In Section 2.4 we deduced the formula ®,, x @, = (detJ (' o @) (1,v)) Vi x 5.
Therefore, if we have A € ®(U) n ¥(U), the equality

[f (@, x O, du dv = ff W x WoldiT dv
@-1(A) w-1(A)

is a consequence of the change of variables theorem for multiple integrals, and it
follows that the area is well-defined, being independent of any parameterizations
used to compute it.

To motivate the formula

/f |®, x ®,|dudv
@=1(4)

for the calculation of the area of A, let us cover @' (A) with a fine lattice of horizontal
and vertical lines, and let R; ; = [u;, u;+1] % [v},v;+1] be any rectangle of this lattice,
whose intersection with ®~'(A) be non-empty. Then the integral in question is the
limit, as the maximum diameter of the R; ; tends to zero, of the sums

Z(”Hl —u;) (Vi1 =)@y x Dy
i,j

(ui,vj)

= Y (i1 —ui) @y x (v —v;) Dy
i

— where each summand gives the area of the parallelogram of sides (u;+1 — u; )@,
and (vj41 —v;)®,. The sides of this parallelogram are tangent to ®(u;, v;) and have
lengths approximating the sides of the “rectangle” ®(R; ;).
We now want to express the area using the coefficients E, F' and G. From the
identity
|<Du x (DV|2 + (‘Du’q)\/)z = |q)u‘2 |(I)V|2’

we obtain
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@, x ®,| = VEG - F2,

and therefore the area of A is given by the integral
f/- VEG - F2dudy.
@~'(4)

We again point out that it follows from this formula that the notion of area depends
only on the knowledge of the first fundamental form.

Example 2.5.2 The coefficients of the first fundamental form of the spherical coordi-
nates (¢, 0) in S? (example 2.1.1 D) are E = sin”>6, F = 0 and G = 1. The area of S?
is then given by the integral

T T
f (A sin@d@)d¢pz4n.

It is also interesting to note that the area of the spindle between the meridians ¢ = 0
and ¢ = ¢ is equal to 2¢(; more generally, any spindle of amplitude ¢ (bounded
by two maximal semicircles of S? that intersect at an angle ¢g € ]0, 7[) has area
2¢o. This allows us to deduce Girard’s formula, which gives the area of a spherical
triangle (which is the figure inside S*> bounded by three maximal circular arcs) as a
function of its interior angles.

Assume that such a triangle 7 has vertices A, B, C and interior angles ¢, ¢2, ¢3
and denote by a, 3, v the maximal circles containing respectively the pairs of points
B and C, A and C, A and B. The antipodes X, E, and C of the vertices of 7 form a
triangle C bounded by arcs of the same maximal circles @, 8 and y (see Fig. 2.10).
Because they are antipodes of each other, 7 and T have the same area (see Exercise
51 in this section).

The two maximal circles 8 and y define two spindles of amplitude ¢; in S?; one
of them contains 7" and the other one 7. We denote by A; the union of these two
spindles, and define analogously (using the pairs @ and y, @ and ) the regions A;
and Asz. The union of the A; covers S, but each point of 7' U T is counted three times,
since, for i # j, we have A; nA; =T U T. Thus,

23: area(A;) = area(S?) + 2[area(T) + area(7)]

i=1
and therefore
1 3
area(T) = 1 {Z area(A;) — area(Sz)}
i1
=Pt 2t @3-

We can describe our conclusion by saying that the area of a spherical triangle is
proportional to its spherical excess (with proportionality constant equal to the square
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of the radius). This formula is generalized by the remarkable Gauss-Bonnet theorem,
which we discuss later. O

We end this section by defining what is meant by the integral of a real function
defined on a surface: given a function f:S — R, a parameterization (U, ®) of S, and
aregion A € ®(U), the integral of f along A is

fAde':f/;)_](A)foq)(u,v)mdudv.

For regions not contained in a single parametrized neighborhood, we partition them,
as before, into smaller regions and add up the results.

A, A, A,

Figure 2.10
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In particular, we have just defined what is meant by |, s J do. Again it can be shown
that these definitions do not depend on the parameterizations we use. The “quantity”
do, which in local coordinates is written VEG — F2 du dv, is usually called area
element of the surface.

Exercises

48. Obtain the coefficients of the first fundamental form for: (i) the helicoid (choose a
parameterization); (ii) the sphere (parametrized by the inverse of the stereographic
projection); (iii) a surface of revolution (parametrized as in example 2.1.1 E).

49. The coordinate curves of the parameterization ®(u, v) constitute a Chebyshev

net if the opposite sides of any quadrangle formed by them have the same lengths.
0E 0G
Show that this happens if and only if — = — =0
v Ou
50. Find all curves of the cylinder {(x,y,z) € R%:x> + y> = 1} that intersect the
generatrices (vertical lines) at a constant angle.

51. We say that a diffeomorphism of one surface onto another (or of an open subset
of one surface onto an open subset of another surface) preserves area if the area of
each open set is equal to that of its image.

(a) Let ¥:U — S; and ®: U — S, be parameterizations of two surfaces, E, F, G
and E, F, G the coefficients of the first fundamental form for ¥ and @, respectively.
Show that ¥ o ®~! preserves areas if and only if the functions EG — F? and EG — F>
are identical.

(b) Show that the antipodal mapping S? - 82, (x,y,z) = (-x, -y, —z), preserves
areas.

(c) The Archimedes projection sends each point p of S? (except the north and
south poles) to the point of intersection of the circumscribing vertical cylinder with
the half-line gp whose origin is the point g on the z-axis at the same height as p.
Show that this mapping preserves areas.

(d) Find a mapping of an open subset of T into the plane that preserves areas.

52. Let U be a connected open subset of R and let 4:U — R be a differentiable
function. Consider the surface S = {(x,y,z) € R3:(x,y) € U, z = h(x,y)}. Show
that:

(a) the mapping m: S — U given by n(x,y,z) = (x,y) is a diffeomorphism;

(b) 7 decreases area (for any open subset W ¢ S the area of 7(W) is < to the area
of W);

(c) if  preserves areas then S is contained in a horizontal plane.
53. The gnomonic projection Pr: S*~yr — I1 sends each point on the sphere (except

the points on a certain maximal circle yy) into a tangent plane I by projecting it
from the center of the sphere. Show that:
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(a) two points have the same image for P if and only if they are antipodes, and
the restriction Py to each of the hemispheres of §%\yy; is a diffeomorphism;

(b) the maximal circles of S2? are transformed into the lines of IT;

(c) the two drawings of Fig. 2.10 are related by a gnomonic projection.
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Chapter 3 updates
The Geometry of the Gauss Map

In this chapter we deal with the extrinsic geometry of the surface, by defining
quantities (curvatures) that express how the surface is embedded in its ambient space.
The main tool for this study is the normal vector field to the surface; hence, we shall
deal only with oriented surfaces.

3.1 The Gauss Map and its Derivative

Given an oriented surface S, the Gauss map is the field of normal vectors N: § — S2
that defines the orientation of S. We noted in the previous chapter (following
Proposition 2.4.3) that N is a differentiable mapping. By analogy with planar curves,
it is to be expected that the study of the variation of N (i.e., of its derivative) will
shed light on the local shape of S.

For p € § the tangent spaces 7),S and Ty p)S2 are the same subspace of R 3,
since both are the orthogonal complement of the line generated by N(p). This
means that the derivative DN, is an endomorphism 7, S — T, S. Let us now take a
parameterization ®(u,v) of S and put N(u,v) = N o ®(u, v). By definition of the
derivative, we have

Nu:DN(D(u,v)(CDM)? Ny :DNCD(u,v)((I)V)'

Differentiating the equalities (®,, N) = 0 = (®,,, N) with respect to v and u respec-
tively, we obtain

<q)uv,N>+<q)u’Nv):07 <d)vqu)+<(DVaNu>:0,

and from this, subtracting term by term, and given that ®@,,, = ®@,,, , we get (®,,, N, )
(®,,Ny). The latter equality can be rewritten in the form (®,, DNg,,)(®y)) =
(@, DN (,v) (Pu)). It follows that for all vectors wi, Wa € Top(y,,)S, we have
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(W1, DNg(y,v) (W2)) = (W2, DNg(,1) (W1)), (3.1)

To verify the equality it suffices to express w; and wy as linear combinations of @,
and ®,, .

Equality (3.1) means that DN, is a symmetric linear mapping of 7}, S (with respect
to the inner product (-, -),, on 7,,S). In general, a linear endomorphism L: E — E of
a finite-dimensional real vector space equipped with an inner product { -, - )), is called
symmetric (or self-adjoint) if, for all wi, w, € E, we have

(Wi, L(w2)) = (L(w1),w2). (32)

The next proposition, whose complete proof can be found in numerous Linear Algebra
texts, gathers the essentials about symmetric endomorphisms.

Proposition 3.1.1 Ler E be a space with inner product (-,-), B = (ey,...,e,) an
orthonormal basis of E, and L: E — E an endomorphism. Then:
(i) L is symmetric if and only if its matrix with respect to the basis B is symmetric;
(ii) if L is symmetric, E has an orthonormal basis formed by eigenvectors of L.

Proof (i) Since B is orthonormal, the matrix of L in this basis is M = (a,-j)lgl.’an

given by a;; = ((e;, L(e;))). We thus observe that if L is symmetric then a;; = a; for

all i, j, a condition, that expresses the symmetry of M. Conversely, if M is symmetric

then (e;,L(e;)}) = (L(e;).e;) forall 1 <i,j <n, and it follows that the symmetry

condition (3.2) is verified for any two vectors that are linear combinations of the e; ;

but every vector of E is such a linear combination, and therefore L is symmetric.
(i1) We give the proof only in the case n = 2, the only one we will need. Let

w23

be the (symmetric) matrix of L with respect to the orthonormal basis B = (e, ;).
The eigenvalues of L are the roots of the characteristic polynomial P(1) = A% - (a +
b)A + ab — ¢?, whose discriminant is A = (a - b)2 +4¢?>20.f A=0thenc =0
and a = b, which shows that L is a homothety, and so any orthonormal basis of E
is formed by eigenvectors of L. If A > 0, then L has two real eigenvalues 4| < A;,
and we let v; and v, be the associated unit eigenvectors . These vectors constitute the
promised basis, since

v, va) = (L(v1),v2) = (vi,L(v2)) = 22{vi,v2)),
and therefore (vy,v,)) =0. o

Corollary 3.1.2 Let {: E x E - R be a symmetric bilinear form on the Euclidean
space E. Then there exists an orthonormal basis C = (vy,...,V,) of E such that
L(vi,vj)=0forall1 <i<j<n.

Proof Consider the matrix M = (a;;), <ij<n of the bilinear form ¢ relative to an

orthonormal basis B = (ey,...,e,) of E. This matrix, defined by a;; = {(e;,e;), is
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symmetric because of the symmetry of {. Let L be the linear mapping whose matrix
with respect to B is M: by 3.1.1 (i), L is symmetric. A simple calculation shows that
Z(v,w) = (v, L(w)). By 3.1.1 there exists an orthonormal basis C of E formed by
eigenvectors of L, and C is the sought basis. O

The eigenvalues ki(p) < k>(p) of the symmetric endomorphism —-DN, (beware
of the minus sign!) are called principal curvatures of S at the point p. If k1 (p) < k2(p),
we call principal directions the two orthogonal directions defined in 7),S by the
eigenvectors of —DN, .

To justify this terminology we introduce yet another definition. Let a: ]a, b[— S
be a curve parametrized by arc length. The normal curvature of @ at a(s) is the
component of a’(s) in the direction of the normal to S at that point, and is given
by k,(a,s) = (@”(s), N o a(s)). Note that this quantity does not depend on the
orientation of the curve and that if the curve is not parametrized by arc length, the

formula for computing the normal curvature is k, (a, ) = ( )2 (@"(t),Noa(t)),
v(t
where v(t) = |a'(1)].

Proposition 3.1.3 (i) The normal curvature k,(«, s) at a(s) depends only on the
tangent direction to the curve at instant s: more precisely, if @ and 8 are curves in S
tangent to each other at a(sy) = B(t9) = po then k, (@, so) = kn(B,10)-

(ii) The set of normal curvatures at pg is the interval [ki(po), k2(po)]. If
k1(po) < k2(po), then the minimum and maximum of these normal curvatures are
the principal curvatures at po, which occur precisely in the principal directions
associated with ky(po) and kz(po).

Proof Let us put N(s) = N o a(s). Differentiating the equality (a’(s), N(s)) = 0,
we obtain {(a”(s),N(s)) + (a’(s),N’(s)) = 0, and from this we get k,(a,s) =
(@'(s),-N'(s)) = (a'(s),-DN,(a'(s))), where we let p = a(s). This equality
shows that k,, (a, s) only depends on &’(s) € T,,S and proves statement (i).

Let us now fix pg = a(so) and let (v;,v2) be an orthonormal basis of T},
consisting of eigenvectors of —-DN ,, . Putting @' (so) = a vi+b v, we have a’+b* =1,
furthermore,

kn(a,so) = (avi + bvy, ~DNp (avy + bvs))
= a2<vl’ _DNP()(V1)> + b2<V2, _DNP()(V2)>
= kia® + kob?.
Thus we obtain the inequalities

ky = ki(a®+b?) < kn(a,s0) < ko(a® +b*) = ko,

From which it follows that the normal curvatures cover the entire interval [k, k» ] and
that if k1 < k; then the minimum is only reached for a’(s¢) = +v; and the maximum
for a’(sg) = £vs. O
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As we have said, the normal curvature k,(a,s) gives the component of the
curvature vector @ (o) of @ in the direction of the normal N o a(s) to the surface.
If these vectors are collinear, i.e., if the principal normal to the curve « at instant s
points in the direction of the normal to the surface at @ (s), then the absolute value of
k,(a, s) is equal to the curvature of « at that point.

Given an arbitrary direction v € 7, with |v| = 1, there exists at least one curve
that passes through p with velocity v, and whose principal normal at p points in the
direction of N(p): the intersection of S with the plane that passes through p and is
parallel to the vectors N(p) and v (see Fig. 3.1 and Exercise 34 in Section 2.2). A
curve obtained this way is called a normal section of S at p.

Figure 3.1

This means that to analyze the normal curvatures at p € S it suffices to study
the curvatures of the normal sections. The sign of k,, will depend on whether the
concavity at p of such a curve points in the direction of N(p) or in the opposite
direction.

The Gaussian curvature of S at p is defined by K(p) = k1(p)k2(p), and the mean
curvature is H(p) = % (k1(p) + ka(p)); equivalently, K(p) and H(p) are equal,
respectively, to the determinant and the semi-trace of the linear mapping ~DN, .
According to the value of these curvatures, a point p € S is called

* ellipticif K(p) >0 (i.e., if k1 (p) and k> (p) are both positive or both negative);

* hyperbolic if K(p) < 0 (the principal curvatures have opposite signs);

e parabolic if K(p) =0 and H(p) + 0 (one of the principal curvatures is zero, the
other one is nonzero);

e planar if K(p) = 0= H(p) (both principal curvatures are zero);

o umbilical if k1(p) = k2(p) (this condition is equivalent to the equality H(p)” -
K(p)=0).
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Note that any point on the surface belongs to one and only one of the first four
classes, but that the umbilical points can be either elliptical or planar. We further note
that although the sign of the principal curvatures depends on the orientation of S,
the Gaussian curvature does not change when one changes the orientation and the
classification of the points we gave above does not depend on the orientation chosen.
Hence, since any surface is locally orientable (any parametrized neighborhood has
an orientation induced by the parameterization), the classification given extends also
to points on non-orientable surfaces.

In the next section we study the meaning of these definitions with the help of local
coordinates. Now we give some examples.

Examples 3.1.4 A. All points in a plane are planar: in fact, the normal sections are
straight lines, and therefore have zero curvature. This means that all normal curvatures
(and hence both principal curvatures) of the plane are zero.

B. The normal sections of a sphere with radius r are maximal circles whose curvature
is 1/r. This means that at each point, the absolute values of all normal curvatures
are equal to 1/r, and therefore the two principal curvatures are equal (if they were
—1/r and 1/r, some normal curvature would be zero, which is not the case) and
have absolute value 1/r. All points on the sphere are therefore umbilical, and their
Gaussian curvature is constant and positive, equal to 1/ 2.

Of course, the analysis of the signs of the normal curvatures could be replaced, in
this example, by a simple calculation. But with this analysis we illustrate a useful
principle: at the point p € S there is some direction in which the normal curvature
vanishes (called an asymptotic direction) if and only if K(p) < 0.

C. Consider the hyperbolic paraboloid {(x,y,z):z = x> - y>} with the orientation
induced by the parameterization ®(u, v) = (u,v,u? —v?), i.e.

1
V1 +4u? + 42

At the point O = ®(0,0) we have

N(u,v) = (—2u,2v,1).

-N, = (2,0,0) = 2d,,,
-N, = (0,-2,0) = 2®, .

The principal curvatures at O are thus 2 and -2, the principal directions are those of
the vectors @,, = (1,0,0) and ®,, = (0, 1,0), and the Gaussian curvature is negative,
equal to —4.

D. Let E be the ellipsoid
2

LS}

2
b2

where a > b > ¢ > 0. We use the symmetric bilinear form /:R 3 x R* - R given by

+ =1,

Q‘H
o

Cc

xx'yy oz
((x,y,2), (¢, ¥, 7)) = 2t
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and we denote by Q the associated quadratic form:

2 2 2
X<y oz
X,,2)= 5t

Given py € € and a plane IT passing through the origin (0,0,0), let us study the
intersection of £ with the plane Iy = pg + I1.

Note that, for every vector w e R 3 we have
1 2 1 2
2 lw|” < Q(w) < 2 lw|”. (3.3)

Given now w ¢ II (so that pg + w € I1y), we have

Q(po +w) = Q(w) +2{(po,w) + Q(po)
=Q(w)+L(w)+1,

where L:II — R is a linear form. Thus, the intersection F = £ NIl is the set of sums
po +w, where w € IT satisfies Q(w) + L(w) = 0.

Consider the bilinear form ¢ = ¢ |HXrI and the associated quadratic form Q=
Q|H . By corollary 3.1.2, there exists an orthonormal basis (vy,v;) of IT such that
Z(vi,v2) = 0. By (3.3), O(v;) and Q(v,) are positive, belonging to the interval

1
—, — |. We then have
[az 62]

=

~ Py
ORVi +IV2) = — + =,
(Fv1+3V2) = 2 + 5
where we can assume thata > @ > b > c. Using coordinates X, y the equation of
—po + F is written

<,

+ 2+/b7+,uy:0,

Q[\H ><.\2_)
Sl

or, “completing squares”,

~ ~\2 ~ ~\2
(¥ -%o) (3 -0) _2
+ — =r-,
a2 b2

where A, u, Xp, Yo and r are certain constants. Assuming that » > 0 (otherwise
A=u=0and Iy n F = {po}), the last equation is equivalent to

F-%)  G-50)
@’ @)

17

which describes an ellipse of semi-major axis @ r and semi-minor axis b r. Thus, the
maximum and minimum curvatures of F are, respectively,
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ar _a . b B
G @y @

(see Exercise 6, in Section 1.3). Since F ¢ £ and the diameter of £ is 2a, we have
ar < a. Hence, the curvature of F is, at all points, greater than or equal to

c .
We thus prove that the normal curvatures of £ are not less than — in absolute value.
a

Hence (see example B) the Gaussian curvature of £ is positive at all points, being
bounded by c*[a*.

We now want to obtain an upper bound for the principal curvatures of £, and for
this we need a lower bound for the diameter of its normal sections. The normal line
to & at the point (xo, y0,20) € £, given by

0 Yo 20
lH(Xo,yo,zo)H( > bz’*)’

intersects & for t = 0 and for ¢ = 1y, where

—2(a4+b4 +4 )

o= 2 v
+ 2+ ZO
6 b6

The length of the line segment between the two intersections is then

2 32
yo 25 2(“4 GG )

ltol\/ —5 +

b4 e z)
%+b(6 +
2
>2¢2 yo
b
>262 %, % é_%z
T a a’ b2 2 a

Thus, under the assumption that 7 = £ n Il is a normal section of £, we have
c 1 da .
— , or — < —-. The curvature of F is then not greater than
a r-c
a @a _a

— < =< —,

b2r = b2 T
and so the absolute values of the normal curvatures of £ are also not greater than
a*/c*. In conclusion: at any point p € £ we have

2

ar>

w

o)}

<K(p)<

Q‘ﬁ
~
Qm‘a
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Note that when £ is a sphere then a = b = ¢, and both these inequalities become
the equality already seen in example B. It should however be made clear that it is
possible, by more ingenious methods than ours, to obtain an explicit expression for
the curvature of the points of £. This example was intended to show that we can
estimate (in this case obtain lower and upper bounds) the Gaussian curvature without
computing it explicitly. o

In examples 3.1.4 A, B we observed that all points on the plane and the sphere are
umbilical; we end the section by showing that these are the only surfaces with such a

property.

Proposition 3.1.5 Let S be a connected surface whose points are all umbilical. Then
S is contained in a sphere or in a plane.

Proof Our hypothesis implies the existence of a function 4: S—R such that, for every
peS, DN, is a homothety of ratio A(p). Let us take a parameterization (U, @) of S,
with U connected, and put N(u,v) = N o ®(u,v) and A(u,v) = 1o ®(u,v). We then
have

Ny = A(u,v)®,

N, = A(u,v)®, (34)

and these equalities ensure that A(u,v) is differentiable, for we deduce from them

that VS N
/].(M,V) — < us 211) — ( Vo 2V> .
|| ||

By differentiation of (3.4) we obtain

Ny =4,D, + 1D,
Nyy = 4,Dy + AP,

Whence, subtracting term by term,

A, D, - 4,9, =0,
an equality which is only possible when A,, and 4,, are identically zero. Thus, the
function A(u, v) is constant on U, and therefore A: S — R is locally constant, hence
(since S is connected) constant, equalto 4 € R.
If A = 0 then by (3.4) the normal vector N is constant, and the function p — (N, p)

is locally constant, hence constant, on S, which means that S is contained in a plane
{peR3*(N,p)=a},forsomeacR.

1
If A # 0 then, again by (3.4), the mapping S — R 3 given by p — p — 1 N(p) is

locally constant, hence constant. Denoting by g this constant, we have, for all p in S,
|p = qol = H N( p)| = ﬁ , and therefore S is contained in the sphere with center gg
and radius ik O

Exercises
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54. What is the region on the sphere covered by the image of the Gauss map of the
surface given by the equation: (i) z = x2+y2; (i) X2 +y? =22 = 1; (iii) x*+y? = cosh? z.

55.(a) Compute the principal curvatures at (0,0, 0) of each of the following surfaces:
() z = x2+y?; (ii) z = x®+y*; (iii) z = x>—3xy?. Sketch the surface (iii), indicating
the region that lies above the plane z = 0.

(b) Conclude that when pgis a parabolic (or planar)pointof S the following two
cases are possible: (i) there exists a neighborhood of pg in S that lies entirely on the
same side of the tangent plane to S at pg ; (ii) any neighborhood of pg in S contains
points on both sides of the tangent plane.

56. (a) Show that at a point on a surface, the arithmetic mean of the normal curvatures
in two orthogonal directions is equal to the mean curvature at that point.

(b) Show that the mean curvature at p € S is given by % joﬂ k,(0) db, where
k, () is the normal curvature at p in the direction that makes an angle 6 with a fixed
principal direction.

57. Let S be an oriented regular surface, and suppose that pg € S is a maximum of
the function f:S - R, f(p) = |p|*. Show that:

(a) the line segment [0, po] is orthogonal to S at py ;

(b) the Gaussian curvature of S at p is greater than or equal to 1/f(po) (use
Exercise 8, in Section 1.3);

(c) if S is compact, then S has some point with positive Gaussian curvature.

58. Show that if a surface is tangent to a plane along a regular curve then the points
on that curve are parabolic or planar.

59. Let p be a hyperbolic point of S, and assume there exists a neighborhood U of p
in S such that (p + T,,S) n U is the union of two regular curves that intersect at p.
Show that the tangent line at p to each of these curves defines an asymptotic direction
inT,S.

3.2 The Second Fundamental Form

Using local coordinates, we will in this section continue the study of Gaussian
curvature, obtaining explicit formulas to compute it and a better understanding of its
geometric meaning. The tool is again a quadratic form, now related to the Gaussian
normal mapping.

We observed in Section 3.1 that DN,: T, S — T}, S is a symmetric linear mapping
with respect to the inner product (-,-) p on T,S, which means that the bilinear
form (v,w) ~ (v,-DN,(w)) is symmetric. The second fundamental form at
p € S is the quadratic form associated with this symmetric bilinear form, i.e.
I, (v) = (v.~DN,, (v)).

From the proof of 3.1.3 it follows that the normal curvature at p in the direction
of v is precisely IT,,(v) when v| = 1 [if v # 0 is not a unit vector, then that normal
curvature is given by I, (v)/|v|* = I1,,(v)/I,(v)] and that the principal curvatures
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are the maximum and minimum of the set {IT, (v):v € T}, S, |v| = 1}. This means that
at each point of the surface the second fundamental form gathers all information
about normal curvatures, principal curvatures and Gaussian curvature.

. .. . . (e
Given a parameterization ®(u,v), we want to determine the matrix ( ¥ £ ) of

Mg (u,v) relative to the base (@, @) of To(y,,)S. The entries e, f, g of this matrix,
which are functions of (u,v), are called the coefficients of the second fundamental
form in the coordinates (u, v), and are computed by the formulas

€= (q)u’_DNd)(u,v)((Du» = (Dy, _Nu>

= (D, N)

/= (CDM’_DNd)(u,v)((DV)) = (‘Dv’_DNGD(u,v) (q)u»
= (q)u,_Nv> = <q>v’_Nu>
= (D@uy, N})

8= (q)v’_DNCD(u,v) (d)v)) = (d)v, _NV)

= (®,,,N).

For computational purposes, formulas that do not involve the derivatives of N are
in general easier to handle. Once we have computed e, f, g it is easy to compute
the normal curvature of a curve a(r) = ®(u(t),v(¢)) expressed in local coordinates:
writing &' (¢) = u'(£)®, + v'(¢)®,, , we have
o) (@' (1)) = (u'®, +V'®,, —DN(,(,)(M'QJM +V'®,))
= 1" (@, DN o1y (@) + 'V ({ @i, ~DN o (1) (@) ) +
+(®@y, DNy (1)(Pu))) + Vlz(q)v’ ~DNy(1y(®v))

— eulQ + zfulvl + gV’2,
where e, f, g are computed at (u(z), v(z)); the normal curvature is then

eu” +2fu'v' + gv"?
o’ (1)[*

e+ 2fulv' + gy

" Eu? +2Fu'v' + Gv"?

kn(t):

(3.5)

. . lan a . .
Let us now determine the matrix [a“ alz] of ~-DNg(,,v) relative to the basis
21 a2

(®,, @, ): the entries of the matrix are determined by the equalities
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=N, =an®, +a®,
-N, =a;n®, +and, .

Forming the inner product of each of these equalities with ®,, and with @, we obtain

e=anE+anF f=anF +anG
f=anE+anF g =anF +axnG,

and these equalities can be written in matrix form as
e f _ E F all di12
fel [FG|laxan|’

a]1a12_EF716f

azian| |FG /8
B 1 G -Flle f|
" EG-F2|-F E||fg

From this we derive explicit formulas for the Gaussian curvature and mean curvature:

i.e.

(3.6)

K o ®(u,v) = det (-DNo() ) = e[ (3.7)
’ EG - F?
1 1
Ho®(u,v) = 5 tr( —DNq)(u,v)) =5 (a1 +axn)
Ge-2Ff+Eg (3-8)
T 2(EG-F?)
and also for the principal curvatures k; and k,, which are the eigenvalues of the
matrix [a;;]:
ki =H-VH?-K, kr=H+VH?-K. 3.9

Example 3.2.1 The surface of revolution

®(u,v) = (p(v)cosu, p(v)sinu,z(v))

has coefficients

. . -zp F=0 _ pz—pz
[0+ 72 ’ [+ 72
E:pz, F=0, G=p2+z2.

It then follows from (3.6) that the matrix [a;;] is diagonal. The principal directions
at the non-umbilical points are thus those of @, and ®,, the tangent lines to the
meridians and the parallels. The principal curvatures are
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e -z g & __pi=p2
E gz G ()P
and the Gaussian curvature is
_ z2(pz-p2)
Cp(p+22)”

The expression of the curvature is simplified by assuming that the generating
curve a(v) = (p(v),0,z(v)) is parametrized by arc length — that is, p*> + 72 = 1.
Differentiating this equality we obtain zz = —pp, and replacing the left-hand side
with the right-hand side in the expression of K yields

k= PO +T) o
pp>+2)" P

Using this formula we will now determine the surfaces of revolution of constant
curvature; to do this we simply solve the differential equation p + Kp = 0, with K
constant. Leaving the cases K = 0 and K < 0 as an exercise, let us deal with the case
K > 0; to simplify the formulas we let K = 1.

The general solution of the equation p + p = 0 is of the form p(v) = C cos(v + B),
where C and B are constants. We can choose B = 0, since the solutions we obtain
with B # 0 correspond only to a translation of the domain; so we are reduced to
the solutions pc(v) = C cosv. Since we want p > 0, we take C > 0 and restrict v
to an interval of the form ] — v, vo[. Putting z¢ (0) = 0 and integrating the equality
p& + 72 = 1, we obtain

_ [ 2 gin?
zC(v)—fO 1 - C?sin”rdt

(the opposite solution gives another parameterization of the same surface).
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Figure 3.2

So necessarily vo = 7 when 0 < C < 1, and v = arcsin(1/C) € ]O, %[ when C > 1.
The resulting surfaces S¢ are symmetric with respect to the equator z = 0, whose
radius is precisely C. When C < 1, then S¢ has a cusp; when C = 1 it is the sphere
with radius 1. When C > 1 it is a kind of bead of a rosary (flattened sphere pierced
from one end to the other one). [See Figure 3.2]. a

We can now specify the meaning of the sign of the Gaussian curvature:

Proposition 3.2.2 Let p be a point on the surface S. Then:

(i) if K(po) > O then there exists a neighborhood U of pg in S which is entirely on
the same side of the plane tangent to S at pg ;

(ii) if K(po) < O then any neighborhood of py in S contains points on either side
of the plane tangent to S at py .

Proof Tt suffices to analyze the sign of the function 7:S — R given by (p) =
(N(po), p— po) at points p near pg . Let us consider a parameterization ®(u, v) such
that ®(0,0) = pg, and let & = i1 o ®. The expansion of / into a Taylor polynomial at
the point (0,0) gives

+
8vv 2

oh  dh 1 (0%h d%h 3%h
h(u,v) = h(0,0) + Y ([)uzu2+26u8v uv + sz) + R(u,v),

where all partial derivatives are computed at (0,0) and

R(u,v)
m =
(u,v)—~(00) u? +v?

oh Oh
A quick calculation shows that #(0,0) = — = — = 0 and that the second-order

u v
derivatives are nothing else but the coeflicients at pg of the second fundamental form:
ie.,
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d%h d%h d%h
5 =6 =f. +5=8
ou oudv v
This leaves us with
1
h(u,v) = E(eu2+2fuv+gv2)+R(u,v). (3.10)

Let us put Q(u,v) = eu” + 2fuv + gv2. By (3.7), K(po) and eg — f* have the same
sign. If eg — f2 > 0 then e, g are both positive or both negative: let us now show
that in this case there exists § > 0 such that /(u, v) is nonzero and has constant sign
(positive if e, g > 0, negative otherwise) whenever 0 < |(u, v)| < 6.

Assuming then that eg — f> > 0 and that e, g are positive, we can write

2 _ g2 _p
Q(u,v) = e(u + iv) . &8 f 2> %8 f v
e

e e

>

and analogously,
eg - f*

u’.

Q(u,v) >

From these inequalities we obtain Q(u,v) > 2M (u* + v?), where
2
- 11
M= eg4f min{,} >0.

Finally we have, by (3.10), that

whenever 0 < |(u,v)]| < ¢, provided that 6 > 0 is chosen sufficiently small. The case
where e, g are negative is treated analogously, and the first statement is thus proved.

If eg — f2 < 0 then we can write Q(u,v) as aproduct £ (u,v) L, (u,v) of linearly
independent linear forms £;:R? — R . The two lines £;(u,v) = 0 divide the plane
into four sectors: in two of these sectors £; and £, have equal signs, and in the other
two they have opposite signs. There are therefore unit vectors (1o, vo), (u1,v1) € R 2
such that ag = Q(up,vo) <0< Q(u,v1) = a; . Now observe that

lim h(tu,-,tv,-) - lim Q(tu[,tvi) + R(tui,tvl-)
t—0 12 t—0 212 |(tui,tvi)|2
R(tu; tvi) _a;
|(tui,tvi)|2 2

=Y im0
2

for i = 0.1. This shows that h(u,v) takes positive and negative values for (u,v)
arbitrarily close to the origin and proves (ii). |

Let us now study the contact between two surfaces. Assume that S| and S, are
tangent at pg, and denote m:R?% — pg + Tp, S1 the orthogonal projection on the
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tangent plane to S at pg: thus, the vector 7(p) — po belongs to Tp,, S1, and 7(p) — p
is orthogonal to the same plane. Note that the derivative at pg of the restriction of 7 to
each of the surfaces is the identity. Hence, by 2.3.5, there exist open neighborhoods U
and U; of pg in S; and S» , respectively, such that 7r| U and 7r| v, are diffeomorphisms
onto their image. Let us fix 6 > 0 such that

{p € po+Tp Si:|p = pol <6} € x(Ur) n(Ua2);

and, given an orthonormal basis (w1, wy) of T, o S1 and putting No = wi x Wy, define

-1
®(u,v) = 7T|U1 (po +uwy +vwy)
= po +uwy +vwy + hy(u,v)No,
-1
Y(u,v) = 7T|U2(po +UW] + VW)
= po +uwy +vwy + ho(u,v)No,

whenever u? + v? < §%. These parameterizations correspond to regarding S; and S
locally as the graphs of the functions /; and s, defined at po + T, S .

We say that S and S, have contact order > 2 at pg if

hy(u,v) = ha(u,v) _

0.
(u,v)~(0,0) u? +y2

Expanding the functions %; into Taylor polynomials, we see that this happens if and
only A; and h; and their partial derivatives up to second order are equal at (0,0);
but, since we have 4;(0,0) = 0 and

Au '(00) gy 1(0,0)

for i = 1, 2, this condition boils down to

%h 8%hy

Wko,o) - Who,o)’

ﬂ| _ @| G.11)
Audv'(0.0)  Jydy'(0,0)°

0%h, _0%hy

oo =Gz ho

Now if S; and S, are oriented such that their normal vectors both coincide with N
at the point pg , then the second-order derivatives of i; and &, are the coefficients
of the second fundamental form at pg of the parameterizations ®(u,v) and ¥(u,v).
Since d)“‘po = ‘Pu|p0 =w; and (I)V|p0 = ‘Pv‘po = w; , the equality of the coefficients
implies that the second fundamental forms of the two surfaces coincide at the point
Ppo - We thus proved half of the following proposition.
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Proposition 3.2.3 Let S| and S, be two oriented surfaces tangent at po whose normal
vectors coincide at that point. Then the following two conditions are equivalent:

(i) S1 and S, have contact of order > 2 at py;

(ii) the restrictions on Ty, S = Ty, S2 of the second fundamental forms of Sy and
S» coincide.

It is left to the reader to prove that (ii) = (i).

Given a point pg on a surface S , the equalities 3.1.1, plus the fact that the function
and its first derivatives vanish at (0, 0), completely determine a polynomial /4, (u, v)

of degree at most two, given by /5 (u,v) = = (eu® + 2fuv + gv?) — where e, f, g

are the coefficients of the second fundamental form of ®(u,v) at pg. This means
that there is exactly one paraboloid which has contact of order > 2 with S| on pg ; it
is called the osculating paraboloid. 1t is an elliptic paraboloid when py is an elliptic
point, hyperbolic when pg is hyperbolic; it is a plane when py is planar, and when pg
is parabolic it is a straight paraboloid (a figure generated by a line perpendicular to a
plane when its base point runs through a parabola).

We end this section by considering two special types of curves on surfaces; the
question of the existence of such curves will be dealt with in the next section.

We say that a regular curve «(¢) in S is a line of curvature if, for every t, the
vector a’(t) defines one of the principal directions in a(t) — that is, if a’(¢) is
an eigenvector of DN ;) . Using this formulation, we recognize that « is a line of
curvature if and only if there exists a function A(¢) such that (N o @)’ (¢) = A(¢)a’(¢)
and, if such a function exists, it is differentiable because it is defined by

2 - (Vo) (.00

o’ (1)

An asymptotic line is a regular curve whose velocity vector defines at each point
an asymptotic direction — that is, it is a curve whose normal curvature is constant
and equal to zero. It follows from the argument in example 3.1.4 B that at all points
on an asymptotic line the Gaussian curvature is nonpositive. In local coordinates,
formula (3.5) implies that a regular curve W(u(¢), v(t)) is asymptotic if and only if
e(u')* +2fuv' +g(v')? = 0.

Exercises

60. Define orientations for S; = {(x,y,z):z = x> = y?} and S5 = {(x,y,2):z =
X - 3xy2}, and then determine for each of these surfaces:

(a) the Gaussian curvature and the mean curvature at each point;

(b) the points where the mean curvature vanishes.

(c) Do any of the answers to the above questions depend on the chosen orientations?

61. (a) Show that the Gaussian curvature of the Mobius strip M (with the parameteri-
zation given in 2.4.2) is given by
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K(0,1) = —(iﬂ + (2-; sin g)z)

(b) Show that if S is a surface of strictly positive curvature at all its points, then
S is orientable. Show further that it is possible to choose this orientation such that
all principal curvatures are positive. Hint: For every point pg of S, let U be the
neighborhood given by 3.2.2 (i) and N(pg) the normal vector pointing to the side
where U lies; then N: S — S? is an orientation of S.

-2

62. Show that the pseudosphere (Exercise 32) has constant negative curvature.

63. (a) Show that the only surfaces of revolution with zero constant curvature are the
cylinder, cone and plane.

(b) Show that any surface of revolution of constant curvature K = —1 is, up to
reparametrization, of the form ®(u,v) = (p(v) cosu, p(v) sinu, z(v)), where the
generating curve v — (p(v), 0, z(v)) is of one of the following three types:

(i) p(v)=Acoshv, z(v) = [y V1 - A2sinh*zdz, A > 0;
(i) p(v)=Ae™, z(v) = [; V1-AZ e 2 dt, A>0;
(iii) p(v) = Asinhv, z(v) = [} V1 - A2cosh’rdr, 0 < A< 1;

In each of the cases find the domain of v and sketch the generating curve.
(c) Show that the surface of type (ii) is the pseudosphere.

64. Let po € Sbe such that K(po) # 0, and let (U, @) be a parametrized neighborhood
of pop where K has constant sign. Show that:
(@) Ny x Ny, = K(u,v)(®, x D,);
(b) if V € ®(U), then the area of N(V) c 8? is given by f |K|do;
v

area of N (V)
area of V

(©) |K(po)| is the limit of the ratio
V tends to zero.

as the diameter of its neighborhood

65. Complete the proof of Proposition 3.2.3.

66. Let po be a point shared by the surfaces S| and S, . Show that the following
assertions are equivalent:
(i) S7 and S> have contact of order > 2 at py .

(ii) There exist parameterizations @ (u,v) and ¥(u,v) of S; and S, such that
po =®(0,0) =(0,0) and

p 190) = W) _

0.
(u,v)—(0,0) u? +v2

67. A regular surface S is a ruled surface if S = {a(t) + Av(¢):t € J,A € R }, where J
is an interval, @, v:J - R 3 are C*, and &/ (¢), v(¢) are linearly independent vectors

for all t € J. Note that then S = U r, , where 7, is the line {@(¢) + Av(¢): 1R }.
teJ
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(a) Show that the hyperbolic paraboloid z = x%—y? and the hyperboloid x> +y? —z* =
1 are ruled surfaces, and find out whether the equation e* = z + y2 defines a ruled
surface;

(b) Show that the tangent planes to the ruled surface S intersect S along a line,
which is an asymptotic line; conclude that the curvature of S is < 0 at all points.

68. With the notation of Exercise 67, let S be a ruled surface without planar points.
Show that the following conditions are equivalent:

i. S has curvature 0 at all its points.

ii. The lines A — a(¢) + Av(¢) are lines of curvature of S.

iii. For every 7 € I, the vector v/(¢) is a linear combination of v(¢) and &' ().

69. Given a point p on a compact surface S € R 3, we define the diameter of S at p by
d(p) =max {|q — p|:q € S}. Assume that S has constant diameter d — that is, that
d(p) = d for every point p of S. Show that:

() for every p in S there exists a single point f(p) in S such that |f(p) - p| = d;

(b) f is an involutive diffeomorphism of S (i.e., f o f = id);

(c) S has strictly positive curvature, and therefore [Exercise 61-b)] admits an
orientation for which all principal curvatures are positive;

(d)if k2(p) > k1(p) denote the principal curvatures of S then

1 1
NOMEGO R

3.3 Vector Fields

A vector field assigns to each point in a surface a vector in the tangent space of the
surface to that point. If this assignment is made in a sufficiently regular way, the
vector field can be interpreted as a velocity field, and so it determines certain curves
(trajectories) on the surface. With this approach we can establish in this section the
existence of curves and parameterizations satisfying certain requirements (such as
asymptotic lines, lines of curvature, and orthogonal parameterizations).

A vector field of class C* (k > 1) in an open subset V ¢ R™ is a mapping
v:V > R " of class C¥, and a trajectory (or integral curve) of v is a curve ¢: I -V
such that ¢’ () = v(¢(¢)). In other words, a trajectory is a curve whose velocity
at each point is the vector v assigned to that point. The fundamental theorem of
differential equations, which we now state, asserts the existence and uniqueness of the
trajectory passing through each p € V at a given instant; for its proof we suggest [23].

Theorem 3.3.1 Given a vector field v:V ¢ R™ — R" of class C* (k > 1) and
po €V, there exist & > 0, an open neighborhood U €V of po, and a C* mapping
¢:]-¢,&[xU -V, such that, for every p € U, the curve t — ¢(t,p) is the only
trajectory of v with initial condition ¢(0, p) = p (in the sense that any other trajectory
with the same initial condition coincides with this one in the intersection of their
domains).
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At a point p where the vector field v vanishes, one trajectory of v that passes
through p is the constant curve ¢(t) = p; the theorem guarantees that this is the only
trajectory that passes through p. This means that the singularities of the vector field

-

Figure 3.3

v correspond to the constant trajectories, and the trajectories of the other points are
regular curves: for if the derivative of ¢(7) vanishes at z , then ¢(#o) is a singularity
of v and the only trajectory through ¢(79) is the constant one: so a non-constant
trajectory cannot have points of zero velocity.

The mapping ¢(z, p) in 3.3.1 is called the local flow of the vector field v. A
frequent way to write the differential equation associated with a given field is in the
form

X =v(X)

where X = (x1,...,X,) is a point of V. A differential equation of this type is called
autonomous. A non-autonomous equation is one where the right-hand side depends
explicitly on the independent variable ¢, i.e. of the form

X =v(t,X), (3.12)

where v:I x V¢ R x R™ - R" is of class C¥. A simple example is given by the
equation X = rX: a curve a(z) in R" is a solution of this equation if and only if
a'(t) = ra(r).

For non-autonomous equations there is also a theorem of existence, uniqueness and
differentiable dependence on initial conditions. In this instance, given (zg, po) € I xV,
there exists a mapping ¢: Jtg — &,19 + [xU — V of class C* (where U is an open
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neighborhood of pg) such that, for every p € U, the function ¢ — ¢(t, p) is the only
solution of 3.1.2 with ¢(tg, p) = p defined in the interval ]zy — &, 10 + £[.

This result for non-autonomous equations, although seemingly more general
than 3.3.1, can in fact be easily deduced from it. To this end we consider the
autonomous equation

Y=w(Y), (3.13)

where we putY = (¢, X) € I xV, and where the vector field w: I xV c R ntl L R g
given by w(z, X) = (1,v(¢, X)). If (s) is the solution of (3.13) with 4 (0) = (¢, p),
then we have y(s) = (1o + s, 3(s)), and therefore ¢ = 1o + s. Putting ¢(¢) = §(¢ - 1),
we recognize that ¢(¢) is the solution of (3.12) with initial condition () = p
if and only if ¥ (s) = (o + s, %(s)) is a solution of (3.13) with initial condition
¥(0) = (10, p).

Returning to surfaces, a vector field in an open subset V € § is a mapping
v such that v(p) € T,,S for every p € V. Using local coordinates, we can write
v o ®(u,v) =a(u,v)®, + B(u,v)®, for certain functions « and 8. We say that v is
of class C* if every point of V has a parametrized neighborhood ®(u,v) in which
the coordinate functions a and 8 of v are of class C* (of course then the coordinate
functions of v in any parameterization are of class C*). Unless otherwise stated, our
vector fields are C™.

The equation X = v(X), when X is contained in the image of ®(u, v), is equivalent
to the equation (u,v) = (a(u,v),8(u,v)) defined in an open subset of R 2: in fact,
©(t) is a trajectory of the latter equation if and only if ® o ¢(t) is a trajectory of
the former. Theorem 3.3.1 is then carried over without changes to surfaces, since it
concerns local properties of trajectories.

Example 3.3.2 As an example of the application of these ideas, let us verify that
through each non-umbilical point p pass exactly two lines of curvature, corresponding
to the two principal directions at p: to prove this, it suffices to show that there are two
differentiable vector fields w; and w; , defined in a neighborhood of p, such that, for
every ¢, the vectors w;(q) and w;(g) define the two principal directions in g: the
two lines of curvature through p are then the integral curves of w; and w; that pass
through p. (The precise choice of the w; does not matter, since any other suitable
vector fields would have the same trajectories up to reparametrization.)

Let us consider a parameterization @ (u, v) in a neighborhood of the non-umbilical
point p = ®(0,0). By the formulas (3.6)—~(3.9), §2, the entries a;; of the matrix of
~DNgy(y,v) relative to the basis (@, @) are differentiable functions of (u,v), and
so are the principal curvatures k; < k; in a neighborhood of (0, 0). The eigenvectors
of —DNgy,v) are @; Py, + Bi Py, where

ainn—ki apn ||a 0 .
= =1,2. 3.14
i R @14

If a12|(0,0) # 0, then nonzero solutions of (3.14) in a neighborhood of (0,0)
are given by (a;,B8;) = (—aiz,ay - k;) fori = 1,2. If a21|(00) # 0, then we
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take (@;,f;) = (axn — ki,—az). If a12|(0’0) = 021|(0’0) = 0, then the k,-|p will
be precisely a11|(0’0) and a22|(0,0) , and therefore a11|(070) + a22|(0’0) ; assuming
k1|p = Cl11|(0’0) and k2|P = a22|(0’0) , we see that (al,,Bl) = (a22 -k ,—azl) and
(@2,82) = (—a12,ai1 — k») are nonzero solutions of (3.14) in some neighborhood of
(0,0).

In any case, we find non-trivial solutions of (3.14) that depend differentiably
on (u,v), and the promised vector fields are given by w; = o;®,, + 8;®, , i = 1,2.
The local character of this construction is unavoidable, because there may not exist

differentiable vector fields, defined at all non-umbilical points in the surface, which
always point to a principal direction. |

What happens in the above example is that the principal directions do not define
vector fields, but direction fields: a direction field is a mapping D, defined in an open
subset U ¢ S, such that, for every p € U, D(p) is a one-dimensional linear subspace
of T),S. The direction field D is called differentiable if every point of U has an open
neighborhood V in which a differentiable vector field v is defined such that v(p)
generates D(p) for all p € V. All direction fields we consider are differentiable. An
integral curve of the direction field is a curve whose velocity at each point has the
same direction as the field at that point.

Locally, the study of direction fields amounts to that of vector fields, and so it
readily follows that the integral curve of a direction field through a given point exists
and is unique (up to reparametrization). But, by example of the “hay fork” in Fig. 3.4,
we see that there are direction fields which globally do not arise from a vector field: it
is impossible to choose a coherent (continuous) orientation for all the trajectories
shown in the picture.

Figure 3.4

In local coordinates the direction fields are given by a linear relation A(u, v)a +
B(u,v)B = 0 between the coordinates  and B of a vector in the basis (®,, ®, ), so
that the integral curves have the form ®(u(t), v(t)), where A(u,v)u’+ B(u,v)v' = 0.

For example, the asymptotic directions at a point of negative Gaussian curvature
satisfy the equation ea” + 2fa8 + gB> = 0. Since eg — f2 < 0, the left-hand side of
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the equation is the product of two linear factors: so if e # 0 then ea® + 2 fa8 + gf8* =
e(a—118)(a - 2,8) with 4; # A2 . Hence, the two asymptotic directions at each
point are given by the relations @ — 4158 = 0, @ — 1,8 = 0, which define two direction
fields. The two families of asymptotic lines are the line integrals of these vector fields,
having equations u’ — v/ =0, u’ — 1,v' = 0.

Example 3.3.3 The hyperbolic paraboloid parametrized by ®(u,v) = (u, v, u? - v?)
has coefficients

2 -2
e=—-—-—\ =0, g= —-——
V1 +4u? + 42 V1 +4u? + 42
so that the equation of the asymptotic lines is
2 (ulz _ VIZ) =0
V1 +4u? + 402

which is equivalent to
(' —v( +v") =0.

Thus, the two families of asymptotic lines areu —v=candu +v =c forc e R, and
they can be parametrized by ¢ + (¢ + c,t,2¢ct + ¢?) and t — (=t + ¢, 1, -2ct +1%). O

We say that two direction fields D; and D, , defined in the same open subset
U c S, are independent if, for every p € U, the linear subspaces D;(p) and D, (p) of
T, S are distinct. Our next result, the most important one in this section, establishes
the existence of parameterizations in which tangent lines to coordinate curves have
directions fixed beforehand.

Theorem 3.3.4 Let Dy and D, be two independent direction fields in U C S. Then
each point of U is contained in a parametrized neighborhood whose coordinate
curves are the integral curves of D1 and D, .

Proof Given pg € U, consider a parameterization ®(u, v) with ®(0,0) = pg . One of
the vectors <Du|(0,0) and <Dv|(0’0) is not in D, (py), and we assume that it is the first
one. We can then find, in a neighborhood of pg, a differentiable vector field of the
form w = a®,, + @, that generates D, . We seek a parameterization of the form

W(x,1) = ®(p(t,x),1)

and such that the coordinate curves x = constant are line integrals of D, ; the curves
¢t = constant of such a parameterization coincide with the curves v = constant of
®(u,v). We then have

0
Tx:aifq)u,
‘I‘,zaid%ﬁd)v,

ot
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We thus see that, in order to be ¥; = w, ¢ has to satisfy the equation

op
i a(e(t,x),t). (3.15)

Consider now the differential equation

y =a(y,t). (3.16)

By the version for non-autonomous equations of Theorem 3.3.1, there exists a
differentiable mapping ¢: ]-¢, €[ x J — R (where J C R is an open interval containing
0) such that for x € J the curve t — ¢(z,x) is the solution of (3.16) with initial
condition ¢(0,x) = x. Of course, such a function ¢ satisfies (3.15); furthermore, we

have =1, so that ‘I‘x| (0.0) and ¥, are independent. Hence,

elon = 5] |
Ox '(0,0) — Hx 1(0,x) (0,0)
the Jacobian of W(x,7) at (0,0) has rank two and ¥ is a parameterization in a
neighborhood of py .

In conclusion: keeping one of the families of coordinate curves, we modified the
other one so that it now corresponds to the integral curves of the D, field; applying
this method again (fixing now the coordinate curves corresponding to D;), we obtain
a parameterization whose coordinate curves are the integral curves of D; and of D, .
]

The next two results are an immediate consequence of 3.3.4 and the preceding
discussion.

Corollary 3.3.5 Every point in a surface has a neighborhood covered by an orthogo-
nal parameterization.

Corollary 3.3.6 In the neighborhood of any non-umbilical point (hyperbolic point)
there exists a parameterization whose coordinate curves are lines of curvature
(asymptotic lines).

Exercises

70. Show that in a neighborhood of a non-umbilical point (hyperbolic point) the
coordinate curves of @ (u,v) are lines of curvature (asymptotic lines) if and only if
the coefficients of this parameterization satisfy the condition F=0= f (e=0=g).

71. Consider T? parametrized by

®(u,v) = ((2+cosv)cosu, (2+cosv)sinu,sinv).

(a) Show that the curvature of T2 in ®(u, v) is 5°3Y- . What are the regions of T>

. . X 2+cos v
with positive, zero and negative curvature?
(b) Show that the curves v = 7 and v = %” are asymptotic lines, and that the other

asymptotic lines admit the parameterization a(t) = ®(u(t),v(t)), where
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(). v(1)) = (”O*fot y% ””)’ “H’g[

or

<u(r>,v<r)):(uo—[o’Vm(‘;"—_m),m),te]_g,g[.

(c) Show that lim a(#) and lim a(t) exist and are points of the parallels v = 7
t—>—% t—>%

3n

=+ . Deduce that all asymptotic lines of T? have finite length.

andv =

72. Let S be a surface of constant zero Gaussian curvature and let p be a parabolic
point of S. Show that there exists a line segment through p which is entirely contained
inS.



Chapter 4 Spdies’

The Intrinsic Geometry of Surfaces

By intrinsic geometry of a surface we mean those properties that depend exclusively
on measurements made on the surface but not on how the surface is embedded in the
ambient space. Hence, the length of a curve on a sheet of paper is an intrinsic property,
because it doesn “t change when we fold the sheet; but the distance in space between
two points on that same sheet is not intrinsic. In this chapter we study the intrinsic
properties of surfaces and the mappings that preserve such properties (isometries).

All sections of this chapter are basic and should be studied consecutively, except
for 4.4, which can be omitted because it is only needed for sections 5.4 and 5.5; the
Rotation Index Theorem, proved in the Appendix, is used in Section 4.5. (Sections 4.5
and 4.6 are independent of each other and, from a logical point of view, can be studied
in any order; but the Gauss-Bonnet theorem should be included as early as possible.)

4.1 Conformal Mappings and Isometries

It is impossible to draw an entirely accurate map of the terrestrial globe on a plane:
all known maps distort the relative size of regions — making those further away from
the equator appear larger than they are in reality — and distort the shape of continents.
Still, a map is an approximate depiction of the real world, the more accurate as the
region so represented becomes smaller. In the terminology we now introduce, this
means that there exist conformal mappings of spherical regions into planes, but there
are no such mappings which are isometries.

A mapping f:U c §1 — S» (for an open subset U of S1) is conformal if for every
p € U the derivative D f),:T,S1 — Ty(,)S2 at p is an isomorphism that preserves
angles — i.e., if, for all v, w in 7}, Sy, the angles z (D f,,(v), D f,(W)) and z (v, w)
are equal. This means that two regular curves that intersect at p at a certain angle are
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sent by the conformal mapping f into curves that intersect at f(p) at the same angle.
(Note that we are referring to non-oriented angles).

We now give a brief interlude of linear algebra showing several characterizations
of linear maps which preserve angles.

Lemma 4.1.1 Let (E1,{(-,-)1) and (E2,{-,")2) be spaces of the same dimension n
equipped with an inner product and let L: E| — E be a linear isomorphism. Then
the following conditions are equivalent:

i. L preserves angles;
ii. L is a similarity — that is, there exists A > 0 such that |L(v)|, = A|v| for all
veE;
iii. there exists A > 0 such that (L(v), L(W))2 = A2(v,w), for all v,w € E1;
iv. there exist 1 > 0 and a basis (Vi,...,v,) of Ey such that (L(v;),L(v;))> =
Az(vi,v‘,-)lfor all1<i,j<n

Proof The equivalence between iii. and iv. is simple to verify, and ii. is included for
informational purposes only; finally, to show that ii. < iii. may be left as an exercise.

i. = iii. Let (eq,...,e,) be an orthonormal basis of Ej. The vectors
L(ey),...,L(e,) are then pairwise orthogonal. Given i # j, the angle 6 € [0, ]
between e; and e; + e; is given by

cosf = feneiresh 1

leililei +ejli /2

so that 6 = 7. Since L preserves angles, we also have

(L(ei),L(ei+ej)) 1

IL(e)IL(ei +e;)l V2

and from this

e LD, 1y
i)l

Since the roles of e; and e; are interchangeable, we also have

L(e))], = % L(e + ),

and so we deduce that |L(e; )|,
that iii. holds for A = |L(e;)|2.
iii. =. 1. Just note that if iii. holds then we have, for all vectors v,w € E;

=|L(e;)|, forall 1 <i, j < n. We now easily conclude

(L(v).L(w)), _ (v, w), _ {v.w), .
ILVRILW)R Avhawle [viiwl;
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From condition iii. of the lemma, it follows that f:U € S; — S, is conformal if
and only if there exists a function 2: U — R * such that, for all p € U and v, w € 1,8,

(Dfp(¥), D fp(W)) = A(p)* (v, W). @.1)

By iv., condition (4.1) only needs to be checked for the vectors of a given basis of
T, S. This has the consequence that in local coordinates ®(u, v) the condition that f
is conformal is equivalent to the combination of the three equalities

((f o @), (f o ®)u) = A(u,v) (P, Do)
((fo®)u, (fo®@)y) = A(u,v)*(Dy, D)
(fo®)y,(fo®@),) =A(u,v) (@, D),

that express that the coefficients of the first fundamental form of the parameterization
®(u,v) of S are proportional to those of the parametrization ¥ (u,v) = fo®(u,v) of
S». (There is a certain abuse of language here, since only locally can it be guaranteed
that ¥ is a parameterization.) It further follows from these formulas that 2: U - R *
is differentiable, because its expression A(u, v) in local coordinates is differentiable.

Example 4.1.2 Letus verify that the stereographic projection (Exercise 30, Section 2.1)
PIST RN {(0,0,1)} - R 2 is conformal. We recall that

2x 2y
w7 )

s0, using local coordinates
®(u,v) = (\/1 —vZcosu,V1-v2 sinu,v), vel-1,1],

in S2, the coordinates ¥ = 7 o @ are given by

1 1
W(u,v)=2(/ +Vcosu,\/ Y Sinu .
1-v 1-v

The coefficients of ®(u,v) are

E=1-v* F=0, G= ! ,
1-v2
and those of ¥(u, v) are
—  4(1 — — 4
E = ( +V), F=0, G=——m—
I-v (1-v)(1+v)

Noting that
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E = A(u, V)ZE, F = A(u, v)zF, G =A(u, v)zG,

where A(u,v) = %, we conclude that the restriction of 7 to the image of ®(u,v)

is conformal. Such a parameterization excludes a meridian, but any point of S,
except the poles, can be covered by @(u, v) if we adjust the domain of u. We have
thus shown that 7 is conformal at all points of §% \ {(0,0, 1), (0,0, -1)}. But since
liml A(u,v) = 1, the function A extends continuously to S\ {(0,0, 1)}, and therefore

V-

7 is conformal on its entire domain. O

If f:U c S| — S, is conformal, we have already observed that the function
A:U — R ™ given by (4.1) is differentiable, and hence continuous. This means that in
a neighborhood of pg € U, the mapping f is “approximately” a similarity of ratio
A(po), which is the reason why cartographic mappings based on conformal mappings
are more faithful to reality when representing small regions.

Given the importance of the concept, it is natural to ask whether between two
arbitrary surfaces there exist conformal mappings, at least locally. Since the inverse
and composite of conformal mappings are still conformal, the (affirmative) answer to
this question is a consequence of the fact that any point on a surface has a neighborhood
that can be parametrized by a conformal mapping. Such a parameterization is called
isothermal.

The condition for ®(u,v) to be isothermal is that its coefficients E, F, G are
proportional to the coefficients of the parameterization (u,v) ~ (u,v) of the plane,
which are 1,0, 1 — thatis, E =G, F =0.

The existence of isothermal parameterizations for arbitrary surfaces is a deep
result, and we therefore omit its proof (which you can find, in all generality, in [25],
vol.IV, p. 455 ff.). Note that by 4.1.2 the inverse of the stereographic projection is an
isothermal parameterization of the sphere; in the exercises we give other examples.

Let us now talk about isometries. We say that f:U € S| — S, is a local isometry
if for every p € U the derivative D f),:T,S1 — Ty()S2 is a linear isometry — that is,
if (D fp(v),Dfp(w)) =(v,w) forall v,w € T, S1. An isometry is a diffeomorphism
f:S1 — S> which is also a local isometry. Two surfaces are isometric if there exists
an isometry between them. They are locally isometric if every point of each surface
has an open neighborhood which is isometric to an open subset of the other surface.

A local isometry is thus a mapping that preserves the first fundamental form, and
therefore preserves all the quantities that depend on it: the length of curves, the
angle between two curves, and the area of small regions (i. e., such that the mapping,
restricted to them, is injective). In local coordinates, f is a local isometry when
the coefficients of the first fundamental form of the parameterizations ®(u, v) and
¥(u,v) = f o ®(u,v) coincide.

Examples 4.1.3 A. The linear isometries of R? are isometries in the sense just
defined. The converse, which is more interesting, appears in the exercises of this
section: any isometry of R ? is the composite of a linear isometry with a translation.

B. Let S be a surface of revolution with axis r and let L:R3 - R 3 be a rotation
around 7. Then L g8 S is an isometry of S.
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C. The plane and cylinder C = {(x,y,z) € R3:x? + y? = 1} are locally isometric: a
local isometry R 2 — Cis f(u,v) = (cosu,sinu,v), and consists simply of wrapping
the plane around the cylinder. By identifying R > with R 2 x {0} ¢ R 3, this example
shows that not all isometries or local isometries between surfaces are restrictions of
isometries of R 3.

D. The cone € = {(x,y,2):z = ky/x% + y2,z # 0}, for all k > 0, is locally isometric
to the plane: if we cut € along a generatrix and unroll it, then we obtain a circular
sector U bounded by two half-lines with origin O, in which the arcs of the circle with
center O correspond to the parallels of €. If @ € ]0, 7[ is the angle that the cone’s
generatrix makes with the z-axis, and g € ]0, 2] is the angle defined by U, then

1
tgaz;, B =2nsina,

and also U = {(pcos ¢, psing) e R2%:p >0,0< ¢ < B}. (See Fig. 4.1.)

T

Figure 4.1

We define a mapping f:U — G by sending the point with polar coordinates
(p, @) to the point

(pﬁ COS(W) s @ sin(w) ,pcosa) :
2r B 2r B

f is alocal isometry because the parameterizations
@(p, p) = (pcosg,psing)

NV NEDWINE
fo<I>(p,go)—(27r cos( 5 )’271 sm( 5 ),pcosa)

have the same coefficients: £ =1, F =0, G = p2. O

and
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Exercises

73. The inversion of the plane with respect to the circle with center O and radius
is the mapping that sends each point p # O to the point p’ of the half-line Op that
verifies the condition Op’ Op = r?. Show that the inversion is a conformal mapping
and that it reverses orientation of the plane.

74. Consider S? parametrized by two angles: the longitude ¢ €] — m,n[ and the
latitude 6 € ] -7, %[ The Mercator projection of the there into the plane (u,v)
is defined by the following conditions: (i) the parallels 8 = constant are sent to the
lines v = constant, and the meridians ¢ = constant to the lines u = constant; (ii) it is
a conformal mapping; (iii) the distances along the equator 6 = 0 are converted into

proportional distances; (iv) the point 8 = 0, ¢ = 0 is sent to the origin.

Show that the point with coordinates (¢, 5) is sent to the point u = A, v = /lg(g),
where A is a constant and

1 ~ 7]
2'(9) — | and therefore g(6) = logtg T2
cos 4 2

75. Find a conformal mapping of T? into the plane.

76. The catenoid is the surface generated by the catenary
v (acoshv,0,av) (a>0)
around the z-axis, and it can be parameterized by
®(u,v) = (acoshvcosu,acoshvsinu,av)
(see Figure 4.2). Consider also the helicoid parametrized by
¥ (,v) = (Vcosii, Vsincosu, aii).
Using the change of coordinates & = u, v = a sinhv, show that the helicoid is

locally isometric to the catenoid. What are the images under this local isometry of
the helices v = constant and the straight lines # = constant?
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Figure 4.2

77. Let f:R? — R ? be an isometry such that £(0,0) = (0,0).

(a) Show that |f(p) - f(q)| < |p - g for all points p, g of R 2. Conclude that f
preserves the distance between points.

(b) Show that f is linear. Hint: (i) use the equality (f(p), f(q)) = % {IF(p)]? +
1£(@))> = |f(p) = f(q)*} to show that f preserves the inner product; (ii) computing
£ (p+a) = (f(p) + £(q))P. show that f(p +q) = f(p) + f ().

(c) Deduce that any isometry of R 2 is the composite of a linear isometry and a
translation.

78. (a) Let E(V), G(V) be C* functions defined on a compact interval /. Show that
there exists a parameterization

¥ (i1,7) = (p(V) cos(air), p(¥) sin(air), z(V))

of a surface of revolution whose coefficients of the first fundamental form are
E=E(¥),F=0,G=G(7).

(b) Consider the parametrized surface ®(u,v) = (3u + 3uv? — u?, -3v - 3u®v +
v3,3u? - 3v?), where (u,v) # (0,0), and compute the coefficients E, F, G of this
parameterization. Changing to the coordinates #, v given by u = Vcosit, v = Vsini,
conclude that the given surface is locally isometric to a surface of revolution.

79. Construct an isometry between the surface defined by the equation z = y* and the
plane z = 0 which sends the parabolas z = yz, X = xg to the lines z = 0, x = xg.

80. Show that if f:S; — S is a diffeomorphism that preserves lengths of curves then
f is an isometry.
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4.2 Gauss’s Theorema Egregium

In this section we give a necessary condition for two surfaces to be locally isometric,
from which it will follow, for example, the non-existence of a local isometry between
the plane and the sphere. In the proof we make use of Christoffel symbols, which are
functions of local parameters that are invariant under isometries.

Given a parameterization ®(u, v) of an oriented surface S, we consider at each point
the trihedron (®,,, ®,,, N), where N(u, v) is the normal field to S compatible with
the orientation. [It suffices that N be a local orientation, since all the considerations
we make are local in character — and therefore all the results in this section hold for
non-orientable surfaces.] We can express the second-order derivatives of @ in terms

of this trihedron: 1 )
o, =10, +I7,D, + AN,

®,, = [1,®, + TH®, + ,N,
(4.2)
®,, =3 ®, +T3,®, + 3N,

®,, =TL®, +T5d, + 4N.

The A; in (4.2) are just the coefficients of the second fundamental form: indeed, by the
formulas in Section 3.2, we have 4| = (@, N) =, Ay = A3 = (®,,,, N} = f, A4 =
(®@,,N) = g. The coefficients Ff‘j are the Christoffel symbols of the parameterization
®(u,v), and it follows from the definition that they are symmetric with respect to the
lower indices: thus, Flkj = 1"}‘!-. To compute them, we form the inner product of the
equalities (4.2) with ®@,, and ®,,, obtaining

TLE +THF = (D, @) = 1 Ey
I F+T3G = (@, @) = Fu - 3 E,
1 2 1
rlle + FézF = (@, D,) = : E, “3)
TLF +T3,G = (@4, @) = 1 G,

TLE +THF =(®,,,®,)=F, - 1G,
ILF +T5G = (®,,®,)=1G,.

Each of the equation systems in (4.3) has determinant EG — F? > 0, which shows that
they suffice for computing the Christoffel symbols, and that these are functions of the
coefficients E, F, G and their derivatives. In particular, and since local isometries
preserve E, F', G, they also preserve the coefficients F{‘j —more precisely, if f isalocal
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isometry then the Christoffel symbols of the parameterization ¥ (u,v) = f o ®(u,v)
coincide with the Christoffel symbols of ®(u,v).

It is more sensible to solve the systems of equations (4.3) in each case instead
of determining general expressions for the I'%.. However, we observe that when we
deal with orthogonal parameterizations (F = 0), the calculation of the Christoffel
symbols is greatly simplified. For example, the symbols of the parameterization
(p(v) cosu, p(v)sinu,z(v)) of a surface of revolution, where E = p?, F = 0,
G = p2 + zz, are

1 2 —PpP 1 Y
Iy =0, i=—5——=, T'n==,
Ptz P
2 1 2 _ PPtz (@4)
I'y,=0, I';,=0, I5="—"—ox
12 22 2 02+ 72

We now look for relations between the Christoffel symbols, starting from the
identity
(Puw), = (Puv),, - 4.5)

Differentiating the first and second equalities of (4.2) with respect to v and to u,
respectively, we obtain

(@), = (T1}), @u + (TT)), Dy + T} Dy + T Dy, + N + €Ny,

(@), = (T1y) @ + (Th),, @y + T @y + T ®@uy + fuN + fN,, .

Using again (4.2) and expressing N, and N,, in terms of ®,, and ®,,, we can write
each of the terms of (4.5) as a linear combination of the vectors ®,,, ®@,,, N. Equating
the coeflicients of ®,, in the two linear combinations, we obtain

rh )y + L+ T3, - ean = (Ffz)u + LI +THhI, - fax . (4.6)

By the formulas (3.6) and (3.7) in Section 3.2, we have

e(-Ff+Eg) f(-Fe+Ef)

eaxy — fasx = EG_F? 7G_F? W
eg - f2 '
=F ——— =FEK.
EG - F?

Combining (4.6) and (4.7), we obtain the following expression for the Gaussian
curvature:

1
K = z ((Fﬁ)v - (Ffz)u + (T}, - Th) + T (T3, - r112))- (4.8)

Although its utility is questionable, formula (4.8) has this consequence: it is possible to
compute the Gaussian curvature knowing only the coefficients of the first fundamental
form and their derivatives. In the calculation of the principal curvatures k; and k»,
the Gauss map and its derivative (i.e., the second fundamental form) are crucial
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ingredients. It is remarkable that their product K = kk, is after all an intrinsic
concept, for it depends only on the first fundamental form.

As a consequence of this discussion we have the following theorem, which the
author himself has called “egregious”.

Theorem 4.2.1 (Gauss).The Gaussian curvature is invariant under local isometries.
More precisely, if f:U € §1 — Sy is a local isometry then, for all p in U, the curvature
of Sy at p is equal to the curvature of S at f(p).

This theorem already shows, in many cases, that two given surfaces — such as
the sphere (which has curvature > 0) and the plane (curvature 0) — are not locally
isometric.

The deduction of formula (4.8) seems like magic: how did we pull such a rabbit
out of such a hat? Later on we will deduce, by more transparent means, other formulas
that also establish the invariance of the curvature by local isometries.

Exercises

81.LetS; = {(x,y,2):z=0} and S = {(x,y,2):x% + y> = z}.
(a) Check that f:S; — S, given by f(x,y,0) = (x,y,x? + y*) is not an isometry.
(b) Show that S| and S, are not locally isometric.

82. Consider the surfaces S; and S, given by
®(u,v) = (ucosv,usinv,logu), (ueR*, 0<v<2r)

and
¥(u,v) = (ucosv,usinv,v) (u,veR).

Show that ¥ o ®~': §| — S, is not a local isometry, although the curvature of S, at
W (u,v) is equal to that of S| at ®(u,v).

83. Consider T? with the usual parameterization. Show that any isometry of T? sends
the equator v = 0 to itself (use Exercise 71-a) in Section 3.3).

84. Show that a conformal mapping that preserves areas (see Exercise 71, in Section
2.5) is necessarily a local isometry (and therefore all maps of the Earth’s surface have
to choose one of two defects: either they distort areas, or they distort shapes).

4.3 Covariant Derivative, Parallel Transport, Geodesic Curvature

All the concepts we define in this section belong to intrinsic geometry, in the sense
that they are invariant under local isometries. The method, used here repeatedly, to
establish the intrinsic character of a certain concept consists of showing that it is a
function solely of the coefficients E, F, G and their derivatives — which is the case
whenever we can express it by means of these quantities and the Christoffel symbols
only.
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Let v be a vector field defined on an open subset U € S. Given a regular curve

a:1 — U, the covariant derivative of v along « is the orthogonal projection of
Dv Dv

(voa)'(t) on the tangent plane T, (,)S, denoted by — (¢). So, to compute s (1),

we just have to subtract from (v o @)’(¢) its component with respect to the normal

N o a(r) to the surface.

Example 4.3.1 Consider a unit vector field v in S* \ {(0,0,1),(0,0,-1)} having
constant angle 7 with the parallels of the sphere. In spherical coordinates

D(p,0) = (sinfcos ¢, sinf sin ¢, cos ),

we put

1 1
V(tp,@) = ﬁ (—q)g + m¢‘p)

1 . . . .
= — (—cos @ cos ¢ — sin g, —sin § sin ¢ + cos ¢, sin ).

V2

Let us compute the covariant derivative of v along the parallel 8 = 6, parametrized
by g, (1) = ©(2,6). We now have

1 . . .
v'(t) = —= (cos @y sint — cost, —sinfp cos ¢ — sint,0),

V2

D
and we obtain d—: (7) by subtracting from v’(#) its normal component:

%(;) V(1) = (V' (1), N (1, 60)IN (1, 60)

1 . . .
= — (cosfysint — cost, —sinfpcost —sint,0)+

V2

1 . . . .
+ — sinfy(siny cost, sin by sint, cos b)

V2
—cos 1
V2 (m¢’¢|(wo) +®6|(t,90)) ' o

It is worthy to note that the covariant derivative of v along @ depends on the
parameterization of @, but not on the orientation of the surface. Let us now establish its
intrinsic character. In local coordinates, if we write v(u,v) = a(u,v)®, + b(u,v)®,,
a(t) = ®(u(t),v(t)), a(t) = a(u(t),v(t)) and b(t) = b(u(t),v(z)), we have

v(t) =a(t)®, + b(1)D,,

V(t)=ad' ®, +a(u' @y, +V'®y) +b'®, + b(u' Dy, +V' D)
(@' +au'T}, + av'T}, + bu'T}, + bv'T),)®, (4.9)
+ (b +au'TH + av'Th, + bu'T, + bv'T3,)®,

+(au'e+av'f+bu'f+bv'g)N.
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Ignoring the normal component, the components of v'(¢) with respect to ®,, and
. . . .. Dv . .
@, give the expression of the covariant derivative T (#) in local coordinates. If

we look at the coefficients of ®@,, and ®,,, we see that they have “intrinsic character”
and are therefore preserved by isometries. To formalize this observation, let us
take a mapping f:U — S, that is a diffeomorphism onto the image, and consider
the vector field u = D f(v) which is the transfer of v by f, defined on f(U) by

D
u(f(p)) =Dfp(v(p)). Let us denote by d—;l the covariant derivative of u along the
curve B(1) = f o a(t). We claim that if f is an isometry, then

Du Dv
=D = 4.10
dt fatwy ( dt ) (410)

In fact, using coordinates @ (u,v) on S and ¥(u,v) = f o ®(u,v) on S5, we see by
D D
(4.9) that the expressions of -4 with respect to the basis (¥,,, ¥,,) and of cT: with

respect to the basis (®,,, @, ) have the same coeflicients, which proves (4.10).

. . .. Dv . .
Another property of the covariant derivative — of v along « is that at each instant

it only depends on the velocity vector of the curve at that instant.

D
Proposition 4.3.2 d—tv (t) only depends on o' (t) = u'(t)®, +v'(t)®, and not on
the curve a.
Proof In fact, noting that

da ,
_ 1),
3,0

/ _%/ %/
b(t)—auu(t)+avv(t),

a'(t) = Z—Z u'(t) +

we recognize that the functions u(z), v(¢) only enter in (4.9) through the value they
and their first derivatives u’ and v’ take at time ¢. ]

. Dv . . .
We further observe that the expression of i is linear in ', v'. Thanks to

Proposition 4.3.2, for every p € U, a linear mapping Dv,:T,S — T,,S is defined as
follows: given w € T}, S, let a(¢) be a curve in U such that (7o) = p and @’ (t9) = w;
then Dv,(w) is the covariant derivative of v along & computed at 7. Intuitively,
Dv,,(w) is a kind of directional derivative of v in the direction of w.

Given a field vin U c S, the divergence of v is the mapping Divv:U € § - R
such that, at every p € U, its value Div v(p) is the trace of the linear mapping Dv,.

Example 4.3.3 If v(u,v) = (fi(u,v), f2(u,v)) is a vector field on an open subset
U c R?2, its covariant derivative along a curve a:1 — U is the usual derivative
(voa)'(t), and therefore the linear mapping dv, is just the derivative of v as the
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mapping U — R 2. The matrix of Dv, with respect to the canonical basis of R Zis
the Jacobian

ofi 9fi
du dv
9fp ofr
ou Ov
P
) 0 0 . .
and its trace i| + £| is the divergence of v computed at p. O
ou'Pr  ov'pP

Proposition 4.3.4 Divergence is invariant under isometries: if f:U € S — S, is
an isometry into its image and v is a vector field on U, then Div(D fv)(f(p)) =
Div v(p).

Proof We put u = D fv, and start by rewriting formula (4.10) using the linear
mappings

Dllf(p)in(p)Sz g Tf(p)SZ and DVPZTPS g TpS.

Let us fix a curve a(¢) such that @(0) = p, and letus put 3(¢) = foa(t), w; = a’(0)
D D

and w, = 8/(0). Then we have d—;l(O) = Duy(,)(w2) and d—:(O) = Dv,(wy) =

Dv,(Df,"(w2)). By (4.10) we can write

Dug(,) (W2) =D fpoDvpo0 Df‘;1 (wy)for everyw, € Tr(p)S2,

ie.
Duy(,y=Df,oDv,oDf;", (4.11)

which means that Duy(,,) and Dv,, are conjugate linear mappings, and therefore
have the same trace. O

We will revisit the notion of divergence in the next section, where we prove a
theorem that adapts the divergence theorem known from vector calculus to surfaces.
For now, we return to the covariant derivative.

The reader must have noticed that in the computation of the covariant derivative
of v along «a, only the way v is defined on the trace of the curve plays a role, and so it
is not necessary that the field be defined on other points. We thus define a vector field
along a regular curve a(t) as a function v(¢) such that, for every 7, the vector v(r)
belongs to Ty () S; if v is differentiable (i.e., if, by writing v(¢) = a(t)®, + b(t)D,,
the functions a(t) and b(¢) are differentiable), we can as before compute the covariant
derivative of v along a.

Lemma 4.3.5 If v(t), w(t) are two vector fields along the curve a(t) then

i(Vw)—&WJer—w
e\ ar’ T dt

Proof Denoting by the superscript n the normal component of a vector, we have
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(v,w) = (vV'w) + (v, w)
= <lc)ltv + (v')",w) + (v, it (w')")
(S o
dt’ T dt

We now introduce the concept of geodesic curvature. Given a regular curve
a:1 — S on an oriented surface, we can consider the unit tangent vector field along «,
given by 71(¢) = W’IW @' (1), and also the vector field 72 = N x 1. This means that

at each instant ¢z, the pair (71(#), 72(#)) is an orthonormal and positively oriented
basis of T,(;)S. By 4.3.5 we have

n(1), 20 = < (5 mP) =o.
2

D
and so the vectors d—? (1) and 72(t) are collinear. The geodesic curvature kg(t) of

«a at the point «(¢) is defined by the equality

5L (1) = o ()] ke ()20, 4.12)

So the geodesic curvature gives us the tangential component of the curvature of «,
and is also the generalization, for curves on oriented surfaces, of the signed curvature
for planar curves (1.3). Like the signed curvature, the geodesic curvature depends
only (up to sign) on the point of the curve at which it is computed and not on the
parameterization. In fact, if @(¢) and a(s) are two parameterizations of the same
curve and v a vector field along a, then

Dv_ds Dy
dt dt ds’
‘ 1'(5)]. 4.14)

4.13)

1)) ‘
' (D] =,

d
Assuming that a(¢) and @(s) have the same orientation (so that d—j > 0), we apply

(4.13) to the vector field 71 and use (4.12) and (4.14), obtaining k4 () = k4 (s), which
proves our claim. For purposes of computation, we note that from (4.12) it follows

that
1 | DT 1
bl ) e

(4.15)

= (@",Nxa'),

and formula (4.15) further simplifies to k, = (¢”, N x @’) when « is parametrized by
arc length.
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From formula (4.15) it follows that the sign of the geodesic curvature is changed
when we reverse orientation of the curve or change the orientation of the surface. In
our next proposition we gather some simple properties of the geodesic curvature.

Proposition 4.3.6 (i) The geodesic curvature is invariant under local isometries that
preserve orientation — that is, if f:U € S| - S is such a mapping and a:1 - U is
a regular curve, then the geodesic curvatures of « in S1 (computed at a(t)) and of
foainS, (computed at f o a(t)) are equal.

(ii) If a(t) is a regular curve in S, then

k(1) = ko (1) + k(1)

where k, ky, kg are respectively the curvature, the normal curvature and the geodesic
curvature of a.

Proof The derivative D f transforms the “moving” orthonormal frame (71(¢), 72(2))
that appears in the calculation (4.12) of the geodesic curvature of « into another
“moving” orthonormal frame 71 (), 72(¢). Furthermore, 7 is the unit tangent vector
field along the curve f o @ and, if f preserves orientation, this second frame is also
positively oriented. Statement (i) is then an immediate consequence of (4.10).

To prove (ii), it suffices to note that from the decomposition

Dll n
4 !
T — T

into the tangential and normal components, it follows that

Dty 2 2
/==~ :
d

+|(m")"

o’ (D k(1)* = o’ (1) (ke (1) + kn(1)?). O

i.e.

Now let v be any vector field along a. We say that v is parallel along « if its
covariant derivative along « is constantly zero. Assume that « is defined on [a, b],
that wy € Ty (S, and let v be a parallel vector field along « such that v(a) = wy.
Then the vector wy = v(b) in T(1)S is called the parallel transport of w along
from a(a) to a(b). To justify the use of the definite article the, we have to show that
there is only one parallel vector field along @ with initial position wy; this is done in
the next proposition. However, we note first that by formula (4.13) the fact that v is
parallel along @ does not depend on the parameterization of the curve. Therefore the
notion of parallel transport is also independent of the parameterization.

Proposition 4.3.7 Let a:[a, b] — S be a regular curve in S. Then:

(i) if v and w are parallel vector fields along a, the norms |v(t)|, |w(t)| and the
angle between v(t) and w(t) are constant;

(ii) given Wy € Ty () S, there exists one and only one parallel vector field v(t)
along a such that v(a) = wy.



98 4 The Intrinsic Geometry of Surfaces

Proof (i) If v is a parallel vector field then by 4.3.5 we have

d, Dv
- = 2 T = 07
dt v < dt v)

and so |v] is constant, and the same holds for |w| and for the inner product (v, w).
Therefore each of these vector fields is either always or never zero. Assuming they are
(v, w)

both nonzero, the angle 6(r) = « (v(t),w(z)) is constant, since cos (z) = W] .
V| |w

(ii) It follows from (i) that two parallel vector fields v and u such that v(a) = u(a)
must be identical, since they both have constant norm equal to [v(a)|, and the angle
between them is always zero. Thus there exists at most one parallel vector field v(r)
such that v(a) = wy.

Assuming that w; # 0, it remains to prove the existence of v. For this, consider the
vector fields 71(¢) = m @'(t) and T = N x 1. We write v(¢) in the form

V(1) = a(t)Ti (1) + (1) 72(2).

Since v is parallel, v has constant norm r = |w;|. We can thus try to find ¢(¢) such
that a(t) = r cos () and b(¢) = r sin ¢(z). Note that

%T ——%T = —kg|d'|
dt’l_ d[?Z_ 8

Dt . . -
and therefore —2 = —kg|a'|T1. Noting that the covariant derivative obeys the usual

rules of differentiation, we then have

I Dv sin + cos b + ¢ cos + sin bn
—— =—psineT — T inp —=
Y @smeTy @ i Y T2 @ di

=(p+ kg|0/|)(—sin¢,a1'1 +CospT),

so that v is a parallel vector field along « if and only if ¢'(¢) = —k,(7)|a’(¢)|. To
finish, it is therefore sufficient to define ¢(z) = ¢o — fat ke (s)|a’(s)|ds, where g
satisfies wy = rcos o 11(a) + r sin g 12(a). O

Observations and Examples 4.3.8 A. Every local isometry f sends a parallel vector
field along «a to a parallel vector field along f o . This is a consequence of formula
(4.10).

B. In the plane a vector field is parallel along a certain curve if and only if it is
constant along that curve, which shows that in this case the parallel transport only
depends on the initial and final points of the curve, not on the path covered. This
property is shared (locally) by those surfaces which are locally isometric to the plane,
such as the cylinder and the cone: thus, each point of these surfaces has an open
neighborhood U such that the parallel transport along any curve contained in U
depends only on the initial and final points of the curve. Later on we will conclude
that it is only on surfaces of zero curvature that this holds true.
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C. If the surfaces S; and S, are tangent along the regular curve y(t), the covariant
derivative of a vector field v along y is the same computed with respect to Sy or S,
(since the normal component we subtract from v’(z) is the same in both cases), and
therefore also the parallel transport along 7y is the same on the two surfaces. Using
this observation, let us determine the parallel transport on the sphere S? along the
parallel of colatitude 6y, which we denote by .

Consider the cone of revolution € tangent to the sphere along y. The angle that
the generatrices of € make with the axis is g — 6o, and therefore (see example 4.1.3
D) € is isometric to a planar region U that defines an angle 8 = 27 cos 8 (see Figure
4.3). By such an isometry, the parallel transport along y corresponds to the parallel
transport in U along the arc with center O and radius equal to tg 6p. However, in
U parallel transport is simply translation; but a vector w; which is tangent to the
generatrix of the cone is translated to a vector w, which makes an angle of 8 with
that same generatrix (the generatrices of € correspond in U to the half-lines of origin
O, and the two half-lines bounding U are identified with the same generatrix).

In conclusion: parallel transport in S? along one complete turn of the parallel
0 = 89 makes each vector rotate through an angle of 27 cos 6 at the end of a complete
turn. O

We end this section by defining one of the most important concepts of Differential
Geometry: a geodesic of the surface S is a regular curve a/(t) on S whose geodesic
curvature is constantly zero. By

Figure 4.3

(4.12), this is equivalent to the unit vector field 7y = | J’I a' tangent to « being parallel.

This simply means that at points where the curvature of « is nonzero, the principal
normal to the curve is also normal to the surface.

We leave the in-depth study of geodesics to a later section; to finish this one, we
give some simple examples.
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Examples 4.3.9 Geodesics on the plane are simply straight lines, since in the plane
geodesic curvature is the same as signed curvature. On the sphere any maximal circle
is a geodesic, because the principal normal to a maximal circle passes through the
center of the sphere, and therefore coincides with the normal to the sphere itself (later
on we will see that there are no other geodesics on the sphere). More generally, the
meridians of any surface of revolution are geodesics. o

Exercises

85. Consider on the sphere S? the meridian ¢ = 0, which we denote by v, and the
points A = (0,0,1) and S = (0,0, -1). We define a mapping L,: T\rS* - TsS? as
follows: L, (v) is the parallel transport of the vector v from N to S along y.

(a) Compute L, (1,0,0) and L,(0,1,0).

(b) Show that L, is linear.

(c) Does L,, depend on the choice of meridian?

86. (a) Describe all the geodesics of the cylinder x + y* = 1.
(b) Compare the geodesic curvatures of the same helix in the cylinder and in the
helicoid.

87. (a) Let S = {a(t) + Av(¢):T € I, A € R} be a ruled surface. Show that the
lines r,(1) = a(t) + Av(¢) are all geodesics, and find out whether the curves
ca(t) = a(r) + Av(r) are geodesics.

(b) Show that on any surface an asymptotic line that is also a geodesic is necessarily
a (segment of) straight line.

88. Show that on the surface of revolution

®(u,v) = (p(v)cosu, p(v)sinu,z(v)),

the parallel v = v is a geodesic if and only if the tangent line to the generating curve
at v is parallel to the axis of revolution.

89. (a) Check that in the cone Ci = {(x,y,2):z # 0,z = k\/x2 + y2} there is always
some geodesic connecting each pair of points.

(b) The generatrices t — t(xo, Y0, Ky /x(% + y(z)) are geodesics of C that are not
defined for ¢ < 0. Show that any other geodesic of Cy parametrized with constant
scalar velocity extends to all values of the parameter.

90. Let £ be the intersection of the cylinder x> + y? = 1 with a plane which passes
through the x-axis and makes an angle 6 with the xy plane. Show that £ is an ellipse,
and compute the absolute value of the geodesic curvature of £ (relative to the cylinder)
at the points where £ intersects its axes.

91. Show that the geodesic curvature of the curve a at p € S is equal to the curvature
at p of the curve obtained by projecting a orthogonally on p +T),S.
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4.4 The Divergence Theorem. First Variation of Area

In this section we give a simple expression for the divergence of a vector field and
prove the divergence theorem. We also prove a formula for the variation of the area
of a surface when it undergoes a perturbation induced by a vector field (and mention
how this is related to minimal surfaces). These results are used in Section 5.4 in
the proof of the Minkowski integral formulas (which in turn we use to establish the
rigidity of the sphere and in the proof of Theorem 5.5.3) and otherwise are not used in
the remainder of this book. This being said, we must acknowledge that some subjects
treated here do not pertain to intrinsic geometry, but we could find no better place to
fit them in.

Let v be a vector field on an open subset U of an oriented surface S. In the previous
section we defined the linear mapping Dv,, as follows: given w € T},S, Dv,,(W)
is the covariant derivative of v, computed at p, along any curve in S that passes
through p with velocity w. Using coordinates ®(u,v), the vectors DVg ) (®Py)

0 0
and Dvg(,,,v) (®,) are then the tangential components of a—v and a—v respectively —
u v

that is, if we write

ﬁ = b]]q)u +b21q)v +/1|N
gz (4.16)
e bp®y + bp®, + 2N,

v

then the matrix of DV, relative to the basis (@, @, ) of Te(y,,)S is

b1 b
2=l ]
Divergence is the trace of this matrix. That is,
Div v(®(u,v)) =trB=by; + by .
Our goal is to obtain an explicit formula for divergence. Using (4.16), we have

P P
T‘av x D, + D, x —av = (b11 + b)) (D x @) + A1 (N x D) + A2(Py x N),
u v

and therefore

p 0
IV @, + @y x 2 N = (b11 + ba) (D x Dy, N)
u ov

= (Divv)VEG - F?,

(4.17)

provided that ®(u, v) is compatible with the orientation of S.

The expression (4.17) for Divv can still be simplified. It is convenient, for the
calculations below, to work with a vector field v which is not necessarily tangent to
S. By letting v = a®,, + B®,, + yN, and using the matrix
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ain a2
azy a

of ~DNg(u,v) relative to the basis (®,,, @, ) to express the vectors N, and N, (see
(3.6) in Section 3.2), we have

@, x N, + N, x®, = -, x (allq)u + aZl(Dv) - (all(bu + 6122(1)\;) x @,
= (all +322)(q)u X (I)v)
=2HVEG - F2N (4.18)

(v,®, x N) = (a®, + fD, + yN,®, x N)
={(a®,,®, x N) = ¢(®, x ®,,N)

=oVEG - F? (4.19)
(v,N x ®,) = BVEG - F2 (4.20)

Pursuing our calculations, we further have

ov ov ov ov
auX(I)v+q3u><avaN>:<au,(I)va>+<av7NX(Du>

= < —v,;—u(d)v xN)+ :V(Nxtbu)>+

+ i(v,(l)v XN>+[)6 (v, N x ®,)

ou v
=—(v,®, x N, + N, x D) +
+ i(v,(l)v x N)+ g(V,N><(I)u)
ou av

= —VEG - FX(v,2HN) +
- :—u(a\/EG -F2)+ %(ﬁ\/EG - F?),

where we apply (4.18), (4.19), and (4.20). Of course, when the vector field v is tangent
to S, the first summand of the last expression vanishes. Combining this formula with
(4.17), we obtain the desired formula for divergence:

Proposition 4.4.1 Let v be a (not necessarily tangent) vector field on an open subset
U covered by a parameterization ®(u,v) compatible with the orientation of S. Then:

(i) if we denote by v' the tangential component of v, then we have
1 ov

ov
—(—x®, +®, x — ,N)=~(v,2HN) + Div(v');
VEG - F2\ou av
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(ii) if v is a tangent field to S and we write v = a®,, + D, then we have

. 1 0 0
Div v = ﬁ{a(QVEG_Fz) + a(ﬁvEG—Fz)}.

The divergence theorem reduces the calculation of a certain surface integral on
a simple region to a line integral along its boundary. By simple region (or Jordan
region) € § we mean a connected region whose boundary is a simple closed curve
and whose closure (in §) is homeomorphic to a closed disk (in the plane); if the
boundary of Q is piecewise regular, then Q is also called a polygonal region. We now
state the most important result in this section.

Divergence Theorem 4.4.2 Let v be a field of tangent vectors on S, and let Q C S be
a polygonal region. Then

fDiv Vda':f(v,—‘rz)ds, 4.21)
Q Y

where y(s) is the boundary of Q and T2(s) € T,(4)S is the unit vector orthogonal to
v'(s) that points to the interior of Q.

Proof We assume that y(s) is parametrized by arc length and runs in the positive
direction — i.e., in such a way that Q is always to the left of y (in other words, we
have 12(s) = N(s) x y'(s)) (see Fig. 4.4). Of course, 7, is not defined at the vertices
of vy, but this happens only for a finite number of values of s, which do not affect the
integration.

It is sufficient to prove the theorem under the hypothesis that the closure of Q is
contained in some parametrized neighborhood. For if this is not the case, we can

decompose Q into a finite number of sufficiently small polygonal regions (Qi)f.ll.
Supposing that (4.21) holds for the €;, and
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Figure 4.4

denoting by y; the boundary of ©; moving in the positive direction and by 7' the
associated unit vector, we obtain

— since any “‘edge” (segment of some 7;) inside € is run through twice, with the
integrand function (v, —7»') taking up opposite signs in both instances, and therefore
we are left with only the integrals relative to the edges that are part of y.

We can thus assume that Q is covered by the parameterization ®(u, v), and we
put y(s) = ®(u(s),v(s)) for every s € [0, L]. Furthermore, we require that ®(u,v)
be compatible with the orientation of S. We thus have, with the notation of 4.4.1 and
using Green’s theorem

[QDiv vdo = f[q}_l(g) {a% (eVEG - F?) + % (BVEG - FZ)} dudv
- fOL VEG = F2 (a(s)V'(s) - B(s)u'(5)) ds.

(Note that, since @ is compatible with the orientation of S, the curve (u(s),v(s))
moves along the boundary of ®~!(Q) in the positive direction, and we have used this
fact when we applied Green’s theorem.) To simplify the latter integral, we form the
vector product of the two equalities

v(s) = a(s)®, + B(s)D,, Y'(s) =u'(s)®, +V'(s)D,,
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obtaining

v(s) x¥'(5) = (@(s)v'(s) = B(s)u'(5)) (Pu x D)
=VEG - F2 (a(s)v'(s) - B(s)u'(s))N.

The above integral can then be rewritten as

L L
L@ %y )Ny ds = [T (). (5) x N ds
L
:A (v(s),—‘rz(s))ds:fy(v,—‘rz)ds. ]

The divergence theorem can be generalized to regions bounded by more than one
closed curve, making the sum of all integrals relative to each curve constituting the
boundary of Q appear in the right-hand side of (4.21). However, it is more interesting,
in the case of a compact surface §, to consider the integral of Div v over the whole

surface. Choosing a “polygonal decomposition” (Qi)le of S, and applying 4.4.2 to
each of the Q;, what happens, when adding up the results, is that all the terms vanish,
because now none of the edges is run through only once. Thus we have just proved (i)
of the corollary below.

Corollary 4.4.3 Let v be a vector field on a compact surface S. Then:
(i) [¢Div vdo = 0;

(ii) there exists p € S such that Div v(p) = 0.

To prove (ii) we can assume that S is connected, because in any case its connected
components are compact. Hence, if Div v has no zeros, then it has constant sign and
therefore f S Divvdo # 0, in contradiction to (i). Therefore Div v has some zero,
which proves (ii).

Given a differentiable vector field v, not necessarily tangent, on a compact surface
S,let S; = {p +tv(p):p € S}. The family (S;), is called a variation of S (when v
is a normal field to S, not necessarily unitary, (S;), is called a normal variation of
S); see Fig. 4.5. Denoting by A(¢) the area of S;, our goal is to prove a formula for
A’(0) as an integral over S. First, however, we must guarantee that S, is a surface for
sufficiently small #, which we do in the proposition below.
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Figure 4.5

Proposition 4.4.4 There exists n > 0 such that, for all t € |-n,n[, S; is a compact
surface.

Proof We define the mapping L;:S - R3 by L;(p) = p +tv(p), and so0 S; is the
image of S under L;. Using this notation, let us start by proving two auxiliary claims:

Claim 1. For every point p of S, there exist a parametrized neighborhood ®(u,v) of
p and € > 0 such that, for all t € |-, €[, the mapping

L o®(u,v) =®(u,v) +1tv(u,v)

is injective and its Jacobian matrix has rank two.

Taking a parameterization ®(u,v) = (x(u,v), y(u,v),z(u,v)) with ®(0,0) = p,
we can assume that
4(x.y)

A(u,v) |(0 0)

Denoting by x;, y;, z; the component functions of L; o @, we define

F(u,v,t) = (x¢(u,v), y:(u,v), 1) = (G¢(u,v),1).

It is easily seen that det(JF(, , /)) = det(F(Gt)(u v)). In particular, we have

a(x,y)

det(JF(O’O’O)) = det(](GO)(O,O)) a(u v) |(0 0)

Hence, by the inverse mapping theorem, there exists an open neighborhood U x ], g
of (0,0, 0) such that the restriction of F to this neighborhood is a diffeomorphism
onto its image. The local inverse of F has the form F~!(x, y,1) = ((G;) ™' (x,y).1),
and so, for every r € |-, [, the mapping G, U has a differentiable inverse, which
guarantees that it is injective and its Jacobian matrix has rank two. Since L; o®(u,v) =
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(G:(u,v),z¢(u,v)), the same holds for L, o | ,. The parameterization (U, ®) thus
satisfies the conditions of Claim 1.

Claim 2. For |t| sufficiently small, L, is injective.

By compactness of S, we can find & > 0 and parameterizations (U;, ®'), with
i=1,...,k,which cover S and such that each of them satisfies Claim 1 for the given €.
Next, we take ¢ > 0 such that, for every p € S, the ball Bs(p,S) = {q € S:|g - p| <6}
is contained in one of the open subsets ®'(U;), and we put M = rgg;( [v(p)| and

n = min {& ,s}}. We claim that L, is injective for |¢t| < . In fact, if |¢ — p| < 6 it
is clear that L, (p) # L;(q), since in this case p and g both belong to some (U;)
and, by Claim 1, the restriction of L, to @' (U;) is injective. If | — p| > 6 then

IL:(p) = Li(q)| = |(p —q) —t(v(p) - ¥(q))|
> |p =gl = [t|(Iv(p)] + [v(q)])

5
S§—mM> 2.
L)

which concludes the proof of Claim 2.

Finally we show that S; is a surface when [¢t| < 5. Since L, is continuous and
injective and § is compact, L, is a homeomorphism § — S; (in particular, S; is also
compact). Now, since the images of the mappings L; o @ i=1,...,k, cover S,, it
suffices to show that each of them is a parameterization. By Claim 1, the Jacobian
of L; o ®' has rank two; furthermore, (L; o (I>")_1 is continuous since it is given by

. i1 . . . -
the composite (@) o L;! of continuous functions. This shows that L; o ®' is a
parameterization and concludes the proof of the proposition. a

It deserves mention that the mapping L, is a diffeomorphism S — §;. In fact, and
as we have seen, it is a homeomorphism. Its expression in local coordinates (U;, ®')
on S and (U;, L; o ®') on S; is clearly a diffeomorphism, since it is just the identity
U; — U;. This means that all surfaces of the variation (S;) are diffeomorphic
to S.

Recalling that A(#) denotes the area of the surface S, let us now present the
formula for A’(0).

—n<t<n

Theorem 4.4.5 (First variation of area). A'(0) = - [¢ (v,2HN) do-.

Proof We can consider a polygonal decomposition (Q j)l <jsr of S such that the

closure of each Q; is contained in the image of one of the parameterizations (U, ')
defined in the proof of 4.4.4. Thus, for [t| < 5, the sets Q) = L,(Q;) form a
decomposition of S; and each of them is covered by some parameterization

L; o ® (u,v) = @ (u,v) + 1v(u,v).

We fix j and the corresponding i, and we let W; = (CID")7l (Q)). The area of Qj is
given by

Aj(z):ffw_|(L,oq>i)ux(L,o¢f)v|dudv
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and therefore
o . )
A%(0) = ffwj (Lo @), x (Lto¢‘)v||t:0 dudv.

Now we have

ov ov ov  0v
Lio®") x(Lio®") |=|(®) x @)+t — x ®l + D x “\5. %3
|(L; o ) x(Lyo | ’( x @) + (0 x + 3V)+ (Ouxa\/)

Therefore, using 4.4.1 (i), we have

(at((Lt o¢' )u x (L; o @ ) )|t=0’¢'£¢ X (Di»)
Ht =0~ |(I)1 Xq)1|

0 i i
E|(Lto® )M X (Ll od)

ov ov

— x® +® x — N
(614 * o >
= {~(v,2HN) + Div(v") }|®@!, x &L,

where v' denotes the tangential component of v. We thus conclude that
A%(0) = —[9[ {~{(v,2HN) +Div(v")} do
— and, using 4.4.3 (i), we finally obtain
A(0) = zl A3(0) = [ {~{v.2HN) + Div(v")} do
i=
——/S(V,ZHN)dO'. a.

Observation 4.4.6 If S is not compact but the vector field v has compact support (the
support of v is the closure in S of the set {p € S:v(p) # 0}), then the sets S; are
still surfaces for |¢| small and, suitably interpreted, formula 4.4.5 remains valid. We
choose a compact region Q € § whose boundary is made up of a finite number of
piecewise regular closed curves and whose closure contains the support of v, and
we take a polygonal decomposition (Q 1')1 <jsr of Q. We denote by A(¢) the area of

L;(Q) c S;. Proceeding as in 4.4.5, and using the divergence theorem, we obtain

A'(O):—fQ(V,ZHN)da+/aQ(VT,—TZ)ds
- fs (v,2HN) dor,

where AQ indicates the boundary of Q (restricted to which v' vanishes).

In particular, if H = 0 then A’(0) = 0. A minimal surface is a surface whose mean
curvature H is constantly zero (by Exercise 57 in Section 3.1, no such surface can be
compact). This name arose as follows: assume that S has the property that, for every
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region £ C S as above, the area of €2 is less than or equal to that of any other portion
Q of the surface such that 92 = 9Q. Then S is a minimal surface: indeed, denoting
by A(t) the area of L,() (for a variation with support contained in Q), A() has
a minimum at 0 and therefore A’(0) = 0. This implies that for every vector field v
with compact support we have — f (v,2HN) do- = 0 — which is only possible with
s

H=0.

Not all minimal surfaces minimize area in the sense just stated, but the name has
stuck. Besides the plane, the reader can verify (using formula (3.8) in the Section 3.2)
that the helicoid and the catenoid are minimal surfaces (Exercise 76). In the exercises

of this section we prove that besides the plane the catenoid is the only minimal surface
of revolution.

For more examples and an in-depth study of minimal surfaces we recommend
Osserman’s book [19].

Exercises

92. (a) Compute the divergence of the vector field v(¢, #) in S? of example 4.3.1. For
that example, directly compute fSZ Div vdo. Could you use corollary 4.4.3?

(b) Let S be a compact surface, let F € S be a finite set, and let v be a field of
tangent vectors defined on S \ F such that the set sup {|v(p)|: p € S\ F} is bounded.
Show that [¢ Div vdo = 0.

93. If v is a tangent field to S and f:S — R a differentiable function, then

Div(fv)(p) = Dfp(v) + f(p) Div v(p).

94. Given a differentiable function f:S — R, the gradient of f is the tangent
vector field V f defined on S as follows: for each p € S and all v € 7},S, we have
D f,(v) =(Vf(p),v). Equivalently, V f is the gradient of f if we have :1 — S for
every differentiable curve (f o @)’ (¢) = (Vf(a(t)),a'(1)).

(a) Show that in local coordinates @ (u, v) we have

1 of of )
=— Nx|—®, - —®,
v/ VEG - F2 ) ((‘3v ou

- ﬁ {(—%F + %G)(Du v (—Z—{E - %F)CD}

(b) Conclude that the vector field w = N x V f has zero divergence. Conversely,
show that if Div w = 0 then v = w x N is locally a gradient field (i.e., each point of S
has a neighborhood U such that v|U is the gradient of some function U — R).

(c) Show that a vector field v on S is a gradient field if and only if, for every
curve piecewise differentiable a:[a, b] — S, the line integral fab (voal(t),a'(r))dt
depends only on the initial and final points of .
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95. Let ®(u,s) = (p(s)cosu, p(s)sinu, z(s)) be a parameterization of a surface of
revolution S, where s is the arc length of the generating curve (i.e., p> + z> = 1) and
o(s) > 0. Assume that S is not a plane (so that z is not constantly zero). Show that:

(a) S is a minimal surface if and only if

i =pz-pz (apply 3.2.1)

(b) assuming that z(sg) # 0, there exists € > 0 such that, for s € Jsg — &, 50 + €[,
the above equation is equivalent to

]l2 1
2 2
+ -l —| - =1
pPp +p sz(zp)

< JA,BeR:p(s) = Vs?+As+B;

(c) by shifting the domain of s, we can guarantee that there exist a > 0 and a
non-empty open interval / such that p(s) = V's2 + a2 forall s € [;

@ p(s)=Vs2+alforallseR;

(e) assuming that z(0) = 0 (if not, apply a vertical translation to S) and that z > 0,

a

s a 1S
z(s :f ————— dt = asinh (7);
(s) 0 V12 +a?

(f) by letting v = ‘e sinh™! (i) we have p(v) = a cosh v, and therefore S is the
a a

catenoid.

4.5 The Gauss-Bonnet Theorem

The Gauss-Bonnet Theorem is one of the deepest results in the Differential Geometry
of surfaces establishing an unexpected connection between the Euler characteristic
of a compact surface (a purely topological concept) and its Gaussian curvature.
Moreover, it provides a general context for a seemingly rather particular result as
Girard’s formula for spherical triangles (example 2.5.2).

We work with an oriented surface S. Let Q be a polygonal region (as defined
in Section 4.4) and a(s), s € [0, L], a parameterization of dQ by arc length with
positive orientation. Let 0 = sg < 51 < - < s = L be the k vertices of a; y; € [-7, 7],
fori=1,...,k -1, the oriented angle of ¢'(s;) and &'(s7); and yx € [-7, 7] the
angle between o' (3 ) and @’ (s{). These angles y; are called the exterior angles of
Q.
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Figure 4.6

(Note: if &’ (s}) = —a’(s;), we have to decide which of the values 7 or — we choose
for y;. We take y; = w when, for s — 57, the trace of a|[s,-,s,-+s] (for small € > 0) stays,
like Q, to the left of the curve; otherwise, we take y; = —m. We can make this criterion
rigorous with the help of local coordinates, but Fig. 4.6 is more illuminating).

Let us state the first version of our theorem:

Gauss-Bonnet Theorem 4.5.1 (Local version). Let Q € S be a polygonal region
whose closure is covered by some parameterization. Let y; (i = 1,...,k) be the
exterior angles of Q. Then

k
Kd f ke(s)d e
L o+ o <(8) s+;yl s

Let ®(u,v) be a parameterization compatible with the orientation of S containing
the closure of Q. Consider the unit tangent field v; = ﬁ ®,, and define, for each
interval [s;_1, s;], a continuous choice 0;(s) of the oriented angle between v; and
a’(s). (See the Appendix to this chapter for the existence of such continuous choices.)
The Rotation Index theorem (Theorem A.4 of the Appendix) states that

M=

k
{6i(si) = 0i(si1)} + ) vi = 2m. (4.22)
i=1 i=1

Let w(s), s € [0, L], be a unit vector field along a: the vector field w is therefore
continuous, and is parallel along each regular arc a([s;_,s;]). Let ¢;(s) (s €
[si—1,s:]) be a continuous choice of the angle between a’(is) and w(s). The proof of
Proposition 4.3.7 (ii) shows that

@i (s) = —kg(s). (4.23)
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Further, let ¢/ (s), s € [0, L], be a choice of the angle between v; and w(s). By the
equality between oriented angles

(10! (5)) = £ (1, W(s)) + (W(s),a(5))
= 2(vi,w(s)) - z(a'(s),w(s)),

we see that we can assume, fori =1, ..., k, that
0:(s) =w(s)—i(s) for se[si—1,s:]. (4.24)

In view of (4.24), equality (4.22) can then be rewritten as

k k
w(L)-y(0) - ;{‘Pi(si) —@i(sic1)} + ;yi =2nr,

or, using (4.23),

k

L
w(L) - w(0) + fo ke(s)ds+ > y; = 2.

i=1

In view of this formula, the next lemma concludes the proof of the Gauss-Bonnet
theorem.

Lemma 4.5.2
z//(L)—z,//(O):/QKdO'. (4.25)

Proof Letv, = Nxvy, so that the pair (vy, v, ) forms at each point a direct orthonormal
. . . Dv, . . .
frame. Since v; is a unit vector field, s orthogonal to vy, and is therefore collinear

D D
with v,. We thus have % = a(s)vy, where a(s) = <dv1,vz> =(v1’,v2) = (v1,v2'),
S S

from which we conclude that

Dv,

Dvi Dvy _
ds

=(v1',v2)vz, I - —(vi’,v2)vy1. (4.26)

From the equality
w(s) =cos Y (s)vy +sin ¢ (s)v2

we obtain, by taking the covariant derivative of both sides and using (4.26),

Dw

o (W' () + (v1'v2)) (= siny(s)vy + cosyr(s)va).

D
But since w is parallel, we have d—w = 0 and therefore
s

Y'(s) = ={vi(5). va(s))-
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Hence

V(L) -5 =~ [ () va()) ds
:_/0 ((‘ZVMI V2>u() (%VVI,VZ>V’(S)) ds
ﬂl(g){@u(aVI ) 68<66‘1;1 )}dudv

(by Green’s theorem)

3V1 (9V2 (9V1 (9V2
—, =) - (=, ==} dudv.
[[ 1(Q) {( T v ) < ov’ du >} wav

To complete the proof of the lemma, it is now sufficient to show that
ovy 0 ovi 0
<VI,V2> <V1 Vz) KVEG -2, 427

We begin by observing that from the equalities
0 0
Ny = (N, v1)vi + (N, v2)va = —<N, Vl>V1 - (N, VZ>V2,

ou ou
8V1 (9V2
N N - - N’ Y b

it ensures, taking into account the identity vy x v, = N, that

ovy vy vy vy
u v = s T4 s T~ | T s A s T~ N. 4.28

ovy ovy vy ovy
— = — N ——=b N,— N,
oy V2t (N, o > , vi+ ( 5y

If we write

and form the scalar product, then we obtain
vy 0vy vy 0va
e N7 A N7 P £
( ou  Ov ) ( ou >< ov >

ovi ova\_ [y i)y val
ov  Ju ov ou

Together with (4.28), the last two equalities give

and analogously
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and therefore

= K(®, x ®,,N) = KVEG - F2.

This concludes the proof of (4.27) and hence that of the lemma. O

Observations 4.5.3 A. The difference ¢ (L) — (0) in Lemma 4.5.2 is the angle
between the initial and final positions of a vector that is carried in parallel along a
closed curve. If K has constant (nonzero) sign on Q, Lemma 4.5.2 shows that this
angle is nonzero and becomes smaller as the region bounded by the curve becomes
smaller. It follows that a surface has constant zero curvature if parallel transport along
any curve on the surface depends only on the starting and ending points of the curve
(and not on the path t covered). The reader is invited to elaborate the argument in the
exercises in this section.

B. The formula (4.27) can be rewritten in the form

1 0 0V2 0 aVz
K= 1 2 v, 22} - Dy, 22 42
VEG -~ F? {Bu <V1’ v ) 6v<vl’ du )} (429
1 [o], Dw| o Dw
- VEG_F? {au <v1, v > v (Vl’ ou )}’ (4.30)

and formula (4.30) gives another proof of Gauss’s Theorema Egregium, for it
expresses K via intrinsic quantities: in fact, any isometry transforms (v, v;) into
another orthonormal dihedron and, by (4.10) in Section 4.3, preserves the covariant
derivative. We can further apply (4.29) to express K as a function of the coefficients
E, F and G. For simplicity, we assume that ®(u, v) is an orthogonal parameterization
(F=0),s0vy = =@, and v5 = ——®,,. We then have

VE VG
so that
(152} - () - oo -
<1,2‘Z>_\/;—G<(Du’¢)uv> 2\5;_G'

Finally, by (4.29), we have
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-1 0 Gy, 0 E,
K = — + — , 4.31
2VEG {3”(\/EG) aV(\/E )} @3
which is the promised formula. o

The condition, in Theorem 4.5.1, that Q is contained in a parametrized neigh-
borhood, is dispensable, since it holds for every polygonal region. To prove this,
we consider a triangulation (A;), i<, OF Q such that each A; is a closed polygonal
region that is contained in some parametrized neighborhood (so that we can apply
Theorem 4.5.1 to it). Moreover:

(i) the closure of £ is equal to the union of the A;;

(ii) for each j the simple closed curve dA; has three vertices; the portions of A ;
between each pair of consecutive vertices are regular curves called edges. The sets
A; are called the faces:;

(iii) the intersection of two distinct faces is either empty, or reduces to a vertex,
or is an edge common to both.

Y L.\ ;\.& I
— \4—

N

a triangulation not a triangulation

Figure 4.7

We denote by V the set of vertices of the triangulation, and by V, A, F the numbers
of vertices, edges and faces, respectively. Denoting by yﬁ. (I =1,2,3) the exterior
angles of A;, Theorem 4.5.1 gives, foreach 1 <j < F,

3
Kd +f k ds + L=2n.
fAj o on, ¢(s)ds Izzlyj n

Each interior edge of Q is run through twice in opposite directions (the geodesic
curvature showing up with opposed sign), and by summing the above formulas for
i =1,..., F only the edges that make up 0Q are left. We thus obtain
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3

¥} =2nF. (4.32)
1

F
Kd f K.(s)d
L o+ o o (s) s+j;l

For each vertex v € V, let:

T, = {(j.1):¥}is adjacent to v};
Sv= X v
(j-D)eLy

A(v) = number of edges starting from v.

We break V into three subsets Vi, V%, V3 defined as follows: V) is the set of vertices
inside Q; V), contains the vertices that belong to 9Q but are not vertices of Q; V3
contains the vertices of Q. Denoting by ni- =7- 75 the interior angles of A, we have

e ifve)) then

Sv)y= 3, (n—n§)=7r#Iv— > 775<=7rA(v)—27r,
(J.DeTy (J.D)eZy
e ifve)),then

S()=nZ,- > ni=n(A(v)-1)-n=nA(v)-2n,
(J,D)eZ,
[ ]

if v € V3 then v is one of the k vertices of Q and, if y; is the corresponding
exterior angle, we have

SW) =T, — T o= x(AW) 1)~ (x-7) = TAK) 27
(j,1)eZ,

Adding up all these formulas, we obtain

F 3 k
3 Zyﬁ =2 8(v)=n) A(v)-2aV+> v
j=1i=1 veV vev i=1

k

:27T(A—V)+Z‘yi
i=1

— because each edge is counted twice (once for each one of its endpoints). Replacing
in (4.32) and using Lemma 4.5.4 below, we obtain

k
de0'+f ko(s)ds+> yi=2n(V-A+F)=2nm,
Q aQ =
which establishes the Gauss-Bonnet formula for any polygonal region Q € S.

Lemma 4.5.4 (Euler’s formula). V -A+F =1.
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Proof We have to show that for every triangulation of a polygonal region we have
V - A+ F = 1. We proceed by induction on the number of faces F. If F = 1, then
there are three vertices and three edges and the formula is true. If ¥ > 1, then let A;
be a face where at least one of the edges is part of 9Q, and such that Q=Q\A jisa
polygonal region. Consider in Q the triangulation induced by the triangulation of Q.
Denoting by V, A and F the numbers of vertices, edges and faces of the triangulation
of ﬁ, we have:

o if JQ contains a single edge of A;, then V=V,A=A-1,F=F-1;

o if 9Q contains two edges of A;, then V=v-1, A= A-2, F=F-1.

In both cases, V- A+ F =V — A + F and the proof by induction is complete. O

There is a special case of the Gauss-Bonnet formula that is worthy to note: if the
boundary of € consists of geodesic arcs (kg = 0), we are left with

k
de0'+Z)/,-:27T,
Q i=1

or, denoting by 7; = m — y; the interior angles of Q,

k

Zni—(k—Z)n:ngdO'.

i=1

When k =3, Qs called a geodesic triangle, and we have just obtained the promised
generalization of Girard’s formula:

Corollary 4.5.5 The difference between the sum of the interior angles of a geodesic
triangle A and n is given by the integral, extended to A, of the Gaussian curvature:

(771+772+773)—7T=fAKd0'~

If in particular the curvature of the surface is constant, then this difference is
proportional to the area of the triangle, equal to (1 + 2 +13) — 7 = K- area (A).

Let us now assume that S is a compact surface, and consider a triangulation
T = (Ai),;., of S: conditions (i) — (iii) are satisfied, but it is not required that each
A; is contained in a parametrized neighborhood. (The existence of triangulations for
arbitrary surfaces is a deep result, and a proof is given in [17]; for regular compact
surfaces — the case we are concerned with — we will give a proof in Exercise 115.)
The Euler characteristic of Sis y(S) =V - A+ F, where V, A and F are the numbers
of vertices, edges and faces of 7.

Gauss-Bonnet Theorem 4.5.6 (Global Version). If S is a compact surface then

fSKdO' =27 x(S).

Proof Writing down the Gauss-Bonnet formula for each of the faces of a triangulation
T and summing them up, the integrals of the geodesic curvatures all cancel, because
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each edge is run through twice in opposite directions. Furthermore, the vertices of 7
are all inside S (of type V) and the sum of the interior angles adjacent to each of
them is 27r. By the above calculations, we are left with

'[SKdO'ZZﬂ'(V—A+F),

which is the desired formula. O

The integral [ K do is called the total curvature of S. The equation now obtained
shows that y(S) is welldefined, independent of the triangulation of S chosen to
compute it. Furthermore, x(S) is invariant under diffeomorphisms (because a
diffeomorphism f:S — S, maps any triangulation 7 of S to another triangulation
f(T) of S, with the same number of vertices, edges and faces). We thus obtain the
following result.

Corollary 4.5.7 Any two diffeomorphic compact surfaces have the same total curva-
ture.

For example, any surface S diffeomorphic to the sphere has total curvature 4.
This is not surprising if the curvature of S is positive at all points (as in the ellipsoid),
because in this situation we will see later on that N:S — S2 is a diffeomorphism,
and |, s K do is nothing but the area of the image of S under N (cf. Exercise 64 in
Section 3.2), which in this case is S%. But if we call to mind that S can also have
regions of negative curvature we more readily appreciate the strength of the result.

> &—=>
==

Figure 4.8

The Euler characteristic (and hence the total curvature) of the torus is zero; that of
the double torus is —2. That of the n-torus (n > 1) is 2 — 2n. Together with the sphere,
and up to diffeomorphisms, this list exhausts all orientable compact surfaces (see
Fig. 4.8); this is a classical result whose proof you can find, for example, in [17]. In
particular, among the compact surfaces, only those which are diffeomorphic to the
sphere have non-negative total curvature.
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Example 4.5.8 A non-compact surface may have finite total curvature. Consider, on
a surface of revolution S given by p = p(z), z € R, the region Q(zo, z1) bounded
by the two parallels z = zo and z = z; (z9 < z1). We can break Q(zo,z;) into two
“four-sided polygons” by two meridians and add up the two resulting Gauss-Bonnet
formulas. Since there are four vertices and the sum of the two exterior angles adjacent
to each vertex is 7r, we obtain

f Kdo-+f kg ds + 4 = 4n,
Q(z0,21) 0Q(z0,21)

f Kdo = f kg ds.
Q(z0,21) 0Q(z0,21)

ie.,

Figure 4.9

Taking in S the orientation given by

N(¢,z) =

1 .
——— (cos g, sing, —p),
1+ p?

the parallel z = zg is run through counterclockwise, and z = z; clockwise. A quick
calculation then shows that their geodesic curvatures are

kg(ZO) _ _p(ZO) kg(Zl) _ p(Zl)

pGoV1+p(0) peV/1+p(1)

and therefore
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f Kdo =-2n pa1) - plz0)
Q(z0,21) \/1 +,0(Zl )2 \/1 + p(Zo)2

This formula guarantees that in many cases the limit

[SKdO': lim K do

Z]—>+oo
IR Q(z0,21)

exists and is finite; we will call it the total curvature of S.

For example, the total curvature of the hyperboloid x> + y* = 1 + 22 is —21/2x,
since p(z) =v1+z2and lim p(z) = 1.
Z—+o0

It would not be difficult to compute directly [Q( 20.21) K do (see example 3.2.1) —
but, besides illustrating a use of the Gauss-Bonnet Theorem, this method is applicable
to surfaces other than surfaces of revolution (e.g., to those non-compact surfaces S
for which S \ € is a surface of revolution for some compact € ¢ §). O

Exercises

96. Assume that S has non-positive curvature at all its points. Show that if two
geodesics start from the same point in S, they cannot meet again in such a way that
their traces constitute the boundary of a simple region of S (in particular, no closed
geodesic of S can be the boundary of a simple region).

97. Show that if y is a regular closed simple curve in S then |fy kg ds‘ <2m.

98. Let p € S be such that K(p) > 0, and let (U, ®) be a parameterization such
that p € ®(U) and K o ®(u,v) > 0 for all (u,v) € U. Consider a family of circles
(Cr) o<y <s Such that:

i. each C, has radius r;

ii. for every 7, ®!(p) € C, and the closed disk bounded by C, is contained in U;

iii. if r < 7then C, is inside Cs.

Further denote by i, € [-r, 7] the oriented angle between the initial and final
positions of a vector carried parallel from p to p along the closed curve ®(C, ) in S.

(a) Show that there exists € € |0, [ such that

O0<r<7F<e = 0<,| <ys <.

(b) Conclude that any surface on which parallel transport depends only on the
initial and final points of the curve has constant zero curvature:

Give an example of a surface with constant zero curvature that does not have this
property.
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Figure 4.10

99. Is it true that two non-compact diffeomorphic surfaces necessarily have the same
total curvature?

4.6 Minimizing Properties of Geodesics

We begin this section by establishing the local existence of geodesics on arbitrary
surfaces: to this end we will observe that, in local coordinates, geodesics are
characterized by second-order differential equations. We then introduce polar geodesic
coordinates that allow us to show that the shortest path on the surface between any
two points is, when it exists, given by a geodesic.

Recall that a curve a of S is a geodesic if the unit vector field tangent to the curve
T = ﬁa’ is a parallel vector field. Taking coordinates (U, ®) and assuming that

a(t) = ®(u(r),v(t)) is parametrized with constant scalar velocity m > 0, we have

1 1
11=—a =— W, +Vo,).
m m

From formula (4.9), we obtain
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DT 1
T;l = — {(" +u”Ty + 2V, + VT,

+ (" + u'2F121 + ZMIVIFIZZ + v'zl“%z)d)v}

e . Dt
— and, if @ is a geodesic, then d—tl =0, so that

{u” +u”T}, +2u'Vv'T}, +v"T), =0, 4.33)

V' 4w + VTS, +v T3, = 0.
Conversely, if (u(t),v(r)) is a non-constant solution of (4.33) then a(t) =
®(u(t),v(r)) is a regular curve and its scalar velocity is constant, since in this case

. o . d Da’
the covariant derivative of the vector field o’ is zero and —t|a' = 2(&', e 0.

It follows that 7y = — @’ is a parallel vector field and therefore « is a geodesic.
m

We define parametrized geodesics to be either a parameterization «a(¢) of a
geodesic with constant scalar velocity |@’(¢)], or a constant curve. This means that
the solutions of the system give us, locally, all parametrized geodesics of the surface:
we therefore call the equations in (4.33) the differential equations of the geodesics.

The system of equations (4.33) can be restated in the form

,, = H 9’ 9’ ,, ! b
u” 1 (u,v u, v/) 434)
v = Hy(u,v,u’,v"),

or otherwise
u' =a,
A
- b,

y (4.35)

a’'=Hi(u,v,a,b),

b' = Hy(u,v,a,b)

— where H;, H, are differentiable functions defined on U x R? ¢ R* where U
is the domain of the parameterization ®. Theorem 3.3.1 guarantees that every
(uo,vo,a0,b0) e UxR 2 has an open neighborhood W such that there exist £ > 0 and
a differentiable mapping

]-e.e[xW > U x R2, (t;u,v,a,b) » g(t;u,v,a,b)
enjoying the following conditions: for every (u,v,a,b) € W, the curve
t— g(t;u,v,a,b)

is the only solution of the system (4.35) with initial condition &(0;u,v,a,b) =
(u,v,a,b).



4.6 Minimizing Properties of Geodesics 123

Writing & = (@1, 02,93, ¢4), it is clear that ¢3 and ¢4 are redundant, since

_3901
Y3 = —(/—

system (4.34), and hence for (4.33), is as follows. The mapping ¢: | - &,e[ xW - U,
where W is a neighborhood of (u, v, ao, bo), is such that, for (u,v,a,b) € W, the
curve t — ¢(f;u,v,a,b) is the only solution of (4.34) with initial conditions

and ¢4 = % Letting ¢ = (¢1, ¢2), the conclusion we obtain for the

d
©(0;u,v,a,b) = (u,v), ’ go(t;u,v,a,b)|t:0 =(a,b).

In summary, determining (x(0),v(0)) and (x’(0),v'(0)) completely determines
a solution (u(r),v(t)) of (4.33). The solutions depend differentiably on these initial
conditions. Let us now define

POUXR > | ({p}xT,S)

pea(U) (4.36)
(u,v,a,b) = (®(u,v), (a®, + b<1>v)|(u’v))
and note that D® is a continuous bijection. Given pg = ®(ug, vo) € ®(U), consider
the corresponding neighborhood W associated with (ug, vo,0,0) (which we can
assume to be of the form W = W| x W5), & > 0 and the mapping ¢. Let us take V € S,
an open neighborhood of pg whose closure is compact and contained in ®(W;), and
choose ¢ > 0 such that the set

Bs(V)={(p,v):peV,veT,S,|v|< 5}

is contained in D® (W) (that such a choice of § is possible is an easy exercise). We
then define the mapping

y:]-e.e[xBs(V) > S, y(t;p,v) = @0 o(1;(D®) ' (p.V)),

and it follows from our analysis that for every (p,v) € Bs(V), the curve t — y(z; p,v)
is the only parametrized geodesic that at time O passes through p with velocity v; the
constant parametrized geodesics are those of the form y(z; p,0). Furthermore, for
A eR we have

y(At; p,v) =y(t; p, Av), (4.37)

because the two terms of (4.37) are parametrized geodesics satisfying the same initial
conditions: at time 0, they both pass through p with velocity Av. It follows that, up to
reparametrization, there is exactly one geodesic whose tangent line at a given point
has a given direction.

Observation 4.6.1 At this point we can already state that there are no geodesics
on the sphere other than the maximal circles (see example 4.3.9), since through
each point passes a maximal circle tangent to each given direction. The sphere thus
has the particularity that all its geodesics are closed. (A non-constant parametrized
geodesic y(t) is called closed if it is periodic — that is, if there exists T > 0 such
that y(¢ + T) = y(¢) for all # € R. A necessary and sufficient condition for y to be
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closed is that there exist 7] < ¢, such that y(#1) = y(#;) and y'(#1) = y'(2) —i.e.,y
is closed if and only if it passes again through the same point with the same velocity
vector.) Surprisingly, there are other surfaces with the same property, as shown in [4].
O

Let us now apply (4.37) to show that, choosing |v| sufficiently small, y(z; p,v)
is defined for |¢| < 2. In fact, since y(z; p,v) = y(% t,p, % V), we can state that, for
|% V| <6 (i.e., for |V| < %‘5), v(t; p,v) is defined whenever |§ t| < & —1.e., whenever
|7] < 2. In summary:

For every pg € S there exist n > 0 and a neighborhood V of pg such that whenever
peVandve B, (p)={veT,S:|v| <n} the geodesic t — y(t; p,v) is defined for
re]-2,2[.

Given p € S, the exponential mapping exp,, is defined by exp,(v) = y(1; p,v).
By the above reasoning, there exists some 77 > 0 such that exp, is defined on B, (p);
one can choose such an 7 suitable for all points in a neighborhood of p.

The geodesic ¢ — y(#; p, v) has constant scalar velocity |v|, and therefore its arc
length in the interval [0, 1] is also |v|. The geometric meaning of the exponential
mapping is therefore as follows: exp, (v) is the point that travels a distance of |v| on
the geodesic that begins at p and whose direction and orientation is given by v. Note
that, by (4.37), we have expp(tv) =y(1;p,tv) = y(t; p,v) — which means that the
geodesics starting from p are the image of the lines (or line segments) in 7, S that
pass through the origin under exp ,.

To make full use of the exponential mapping, we need the next proposition:

Proposition 4.6.2 Given p € S, there exist 6 > 0 and an open neighborhood W ¢ §

of po such that, for all p € W, exp,, | Bs(p) is a diffeomorphism onto the image.

Proof We know that there exist > 0 and an open neighborhood V ¢ § of pg such
that, for all p on V, the exponential mapping exp,, is defined on B;, (p). We can thus
consider the differentiable mapping

F:B,(V) — SxS§
(p,v) — (p.exp,(v)).

(A caveat: both B, (yy and S x S are spaces of dimension four, since § x S is the
product of two spaces of dimension two and B, (V) can be identified, via D® as
defined in (4.36), with an open subset of R #. Our proof can be made rigorous by
applying the inverse mapping theorem to (® x d))_l o F o D®, which is the expression
of F in “local coordinates”.)

The tangent spaces to B, (v at (po, 0) and to S xS at (po, po) = F(po,0) coincide:
both are 7,8 x T}, S. Given v € T, S, let @ be a curve in V such that @(0) = po and
@'(0) =v. Then 7 ~ (a(?),0) is a curve in B,,(V) that passes through (po,0) with
velocity (v,0). Thus

D0 (%0) = 5 F@(0).0)], = 5 (@01, = (v.9).
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On the other hand, if w € 7),;S \ {0} then the curve ¢t ~ (po,1w), [t| < ﬁ, is
w

contained in B,,(V') and passes through (po, 0) with velocity (0, w), and therefore

d d
DF(p,,0)(0,w) = EF(PoJW)‘,:O = (0, p expp()(tw)L:O) =(0,w).

We thus conclude that
DF(py.0)(v,W) = (v,v +w) forevery (v,w) € T S x T),S

— which shows that DF(,, o) is a linear isomorphism. The inverse mapping theorem
then guarantees that the restriction of F to some neighborhood of (py,0) in B,,(V)
is a diffeomorphism onto the image, and we can choose such a neighborhood of the
form Bs(W), where W is an open subset of S and & > 0; it is easily verified that these
choices of W and ¢ satisfy the desired condition. o

Given p € S, a neighborhood V ¢ § of p is called a normal neighborhood of p
if there exists 6 > 0 such that exp,, | is a diffeomorphism onto the image and
Bs(p)
V cexp,(Bs(p)). For such a 6, we write Ds(p) = exp,(Bs(p)): hence, Ds(p) is
the neighborhood of p covered by the geodesic rays of length ¢ starting from p, but
note that for now we only define D s(p) for sufficiently small 6.

Let (v, v2) be an orthonormal basis of 7, S. exp p» gives rise to several coordinate
systems in D s(p):

®@(u,v) = exp, (uvi +vvy) (set on disk u? +v* < 6%);
¥ (p,p) =exp,(pcospvi +psingva) (0<p<8, pe]po -7, 9o + x[).

The coordinates ¥(p, ¢) are known as geodesic polar coordinates, and we call
®(u,v) geodesic Cartesian coordinates. Of course, these coordinates depend on the
choice of the basis (v1,v,). If we want them to respect the orientation of S, it suffices
that (vy,vy) are positively oriented. In the case of geodesic polar coordinates, we
obtain different parameterizations by restricting ¢ to intervals of length 27, and each
of these parameterizations excludes a radial geodesic (go = constant). However, since
the excluded radial geodesic is arbitrary, the conclusions we draw with one of these
parameterizations are valid throughout the “punctured disc” Ds(p) \ {p}.

The next lemma says, among other things, that ¥(p, ¢) is an orthogonal parame-
terization. Geometrically, this means that the radial geodesics (cp = constant) starting

from p and the circumference geodesics (p = constant) with center p intersect
orthogonally (see Fig. 4.11.).

Lemma 4.6.3 The coefficients E, F, G of the geodesic polar coordinates satisfy

E=1, F=0, limVG=0, 1lim(VG),=1.
p—0 p—0
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Figure 4.11

Proof To shorten the notation, we write v, = c0S ¢ V1 +Sin¢@ vy and w, = —sinp vy +
cos ¢ v2. We have

2

0
a. epr(PVga) = |Vso|2 =1,

E = |le|2 = 8p

since p - exp,, (pv,) is a parametrized geodesic, and so has constant scalar velocity.

¥y

Furthermore, denoting by the derivative covariant of ¥, along p — ¥(p, ¢) —

which is zero because W, is the velocity field of a parametrized geodesic — we have

0 DY
Fp = %(Tp,q"ﬁ) = ((9/;[’,?¢> +(¥p, Wop)
0

1
= %% (5 \‘Pp|2) =0 (because E = 1).
¥

We thus conclude that F' does not depend on p. Since
F=(D(exp,),, (%), D(exD,) ., (0We))
= p(D(€xD,) , (V) D(eXD,), (W),

we have

|F| < p|D(exp,, )PV<p (vo)|[D(exp, )pw (W)

k)

which, together with the facts that D (exp » ) o 18 the identity (as we saw in the proof
of Proposition 4.6.2) and v, and w,, are unit vectors, implies lim F = 0 and therefore

p—0
F=0.

It remains to prove the last two equalities. For this let us consider the geodesic
Cartesian coordinates ®(u, v), whose coefficients we denote by E,F,G. Noting that
for (u,v) # (0,0), we have u = p cos ¢, v = p sinp and that at (0, 0) the coefficients
E,F,G are equal to 1, 0, 1 (because <Du|(0, 0) = vy and <DV|(0’0) =v;), we have
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VG =VEG-F - j((;‘;)) VEG-F - VEG-F

and therefore lirr(l) V/G = 0. Finally, differentiating the last equality, we obtain

and thus

lim (V/G)

= lim
p—0 P (u,v)—(0,0)

Example 4.6.4 Let us make explicit a geodesic coordinate system in S? with ori-
gin at the North Pole A/ = (0,0, 1). Fixing the orthonormal basis vy = (1,0,0),
vy = (0,1,0), the geodesic ¢ = constant is the meridian that forms angle ¢
with the plane y = 0; its parameterization by arc length is s (0 < s < 71)
(sin s cos ¢, sin s sin g, cos s), and we find the point ¥(p, ¢) at distance p from
N. Thus ¥(p,¢) = (sinpcosg,sinpsing,cosp) — which shows that these
geodesic coordinates are just the spherical coordinates. Let us also point out that
S%~ {(0,0,-1)} = D, (N) is a normal neighborhood of A/, because it is the
diffeomorphic image of the disk B, (/) under exp /. ]

We can now almost specify under what conditions a geodesic describes a shortest
path on the surface. But first, let us define the intrinsic distance on the surface, which
is the distance “experienced” by those who move on it. For a connected surface S
and p, g € S, we define d(p, q) to be the least of the lengths of the curves in S that
connect p to g:

d(p,q) =inf{l(@) | @:[a,b] - Sis piecewise regular,
a(a) = p and a(b) = q}.

The intrinsic distance d is a true distance, since it enjoys the following three properties:

(1) d(p,q) >0and d(p,q) = 0if and only if p = ¢ (positivity);

(i) d(p,q) = d(q, p) (symmetry);

(iii) d(p,q) < d(p,r) + d(r, q) (triangular inequality).

These properties are easily verified; we prove property (iii) via an example. If
aj:[a,b] — S is a curve from p to r, and @,:[c,d] — S another from r to g, then
their juxtaposition @ * @, defined on [a,b + d - ¢] by

a (1) if a<t<b
ay(t+c-b) if b<t<b+d-c,

(a1 *a2)(t) = {
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is a piecewise regular curve from p to ¢, and [(a; * az) = [(a1) + [(a@y). We then
have

d(p,q) < inf I(a; *ap) = inf {I(a1) +1(a2)}
ap, @y ap,@p
=infl(a)) +infl(ay) =d(p,r) +d(r,q)
) [¢%}

— which proves (iii).

We say that the curve « in S from p to g, which is piecewise regular, minimizes
distance (or is minimizing) if [(«) = d(p, q) (indeed, by Proposition 4.6.8 below, any
minimizing curve is a geodesic and is therefore regular).

Example 4.6.5 There do not always exist minimizing curves in S. It is sufficient to
take for S a punctured plane (i.e., a plane from which a point O has been removed)
and consider for § two points p, g such that O € [p, g]: the intrinsic distance in S
between p and ¢ is |p — g|, but there is in S no curve from p to ¢ with length |p - ¢|. O

Proposition 4.6.6 Geodesics locally minimize distance. More exactly, if D s(p) is a
normal neighborhood of p, and q € D s(p), then the radial geodesic from p to q is
the only minimizing curve between p and q.

Proof Take geodesic polar coordinates ¥(p, ¢) centered at p, and let (pg, ¢o) be
such that ¥(pg, o) = g. Given a curve a:[a,b] — S, piecewise regular, such that
a(a) = p,a(b) = g, our goal is to show that /() > pg, unless « is a reparametrization
of the radial geodesic p (0 < p < po) = ¥(p, ¢0).

We first deal with the case where a([a, b]) € D s(p). We may assume, truncating
the curve if necessary, that a(¢) # p for all ¢ € ]a, b]. Under this hypothesis, there
exist functions p(¢) and ¢(r), piecewise differentiable, such that ¢(b) = ¢y and
a(t) =¥(p(t), (1)) for t € Ja, b]. Using Lemma 4.6.3, we then have

b
l(a):/ VEP? +2Fpp +G?dt
a
b b b
:/ \/p2+Gg02dt2f \/p2dt2f pdt=pg,
a a a

and equality holds only if ¢ = 0 (i.e., if ¢ is constant) and p > 0, which implies that «
is the radial geodesic from p to g.

If @([a,b]) is not contained in D s(p) then, given 0 < r < &, let 7, be the first
point such that (¢, ) belongs to the geodesic circumference p = r. By the above
conclusion, we have /(a) > 1 (a/’[a’tr]) > r. This inequality, valid for all r < §, implies

that (@) > 6 > po. ]

Observations 4.6.7 A. From the proof of Proposition 4.6.6 it also follows that, for
every point g € S\ Ds(p), we have d(p, q) > 6. In short, if we put, for arbitrary
6>0,Ds5(p) ={qeS:d(p,q) <6}, this agrees with our previous definition when
D s(p) is a normal neighborhood of p.
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B. We should stress that we can only guarantee locally that geodesics are minimizing.
On the cylinder x2+y* =1, for example, the geodesic a(¢) = (cost,sint,7) does
not minimize the distance between (0) = (1,0,0) and @(27) = (1,0, 27): the line
segment {(1,0)} x [0, 2] is shorter. ]

Proposition 4.6.8 Every minimizing curve is a geodesic.

Proof Let a:[0, L] — S be a minimizing curve, piecewise regular, parametrized by
arc length. It suffices to see that, given any point pg = a(sp) on the curve, there
exists € > 0 such that the restriction from @ to [sg — &, 59 + €] ([0,&] or [L — &, L], if
so =0or sy = L) is a geodesic. We take ¢ > 0 and the neighborhood W of pg given in
Proposition 4.6.2, and we choose € > 0 so that £ < g and the points p = a(so— &) and

q = a(so + &) are both in W. Since a/‘[SO is minimizing, we have d(p, q) = 2¢

—&,50+¢]
and, by note 4.6.7, A, ¢ belongs to the normal neighborhood D s(p) of p. It follows

then from Proposition 4.6.6 that a|[SO_’S sobe] is a geodesic. O

Note that in the above proof, V=W n D /2( po) is a normal neighborhood of all
its points, therefore enjoying the following property: any two points of V are joined
by a single minimizing curve, which is a geodesic of length §.

In note 4.5.3 B we gave a formula (4.31) for the curvature K as a function of the
coefficients of an orthogonal parameterization. This formula simplifies substantially
for geodesic polar coordinates ¥(p, ¢), where E = 1:

-1 9 (Gﬂ):_(\/_G)PP.

=G awl\ve) e

The formula (4.38) becomes even more interesting when K is constant. We now need
an elementary result of Calculus:

(4.38)

Lemma 4.6.9 Let f:[a,b[— R be a continuous function, differentiable on la,b],
and such that lim+ f'(x) exists and is finite. Then f is differentiable at a and

xX—=a

f'(@) = lim f'(x).

Fixing ¢, Lemmas 4.6.3 and 4.6.9 say that the continuous extension of p (0 <
p < 6) » VG (p,¢) defined by \/G(0,¢) = 0 is differentiable and its derivative
at 0 has value 1. Another application of Lemma 4.6.9 (together with the equality
(\/6 ) op T K \/5 = 0) further ensures that it is twice differentiable at 0. We thus have

p (p=0)~/G(p,p) as solution of the differential equation
x(p)+Kx(p)=0 (4.39)
with initial conditions x(0) = 0 and x(0) = 1. There are three cases to consider:

i. if K < 0then /G =

1 1
sinh(v/—-Kp), and therefore G = —— sinh?(v/—K ;
Nare (V-Kp) X (V-Kp)
ii. if K =0then /G = p, G = p;
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1 1
iii. if K >0 then VG = — sin(v/Kp), G = — sin®(VKp).
Vi (VKp) x S (VKp)

We thus conclude that if K is constant then the coefficients E, F, G of the
coordinates ¥(p, ¢) only depend on K. As a consequence we have the following
result.

Theorem 4.6.10 Any two surfaces of equal constant Gaussian curvature are locally
isometric.

Proof Assume that S; and S, have the same constant curvature. Given p € S| and
q € Sz, let 6 > 0 be such that Ds(p) and Ds(gq) are normal neighborhoods of
p and gq. Fixing orthonormal bases (vi,v2) on 7),S; and (w;,wz) on 7,55, let
L:T,S; - T,S, be the linear isometry such that L(v;) = w; (i = 1,2). We shall see

|;L(p) is an isometry of Ds(p) onto Ds(q): in fact, f is

clearly a diffeomorphism. Furthermore, the geodesic coordinates ¥(p, ¢) in D s(p)
associated with (vy,v2) are sent by f to the geodesic coordinates ¥(p, ¢) in Ds(q)
associated with (wy, w;). From what we have seen above, ¥ and ¥ have the same
coefficients, and therefore f | Ds(p)p) = Yo lisan isometry. Thus, and since

D f, = L, we see that D f;, is a linear isometry for all r € D 5(p), which completes
the proof. |

that f = exp, oL oexp,,

Every surface of constant Gaussian curvature is thus locally isometric to the
pseudosphere (K < 0), to the plane (K = 0), or to the sphere (K > 0), but these
three examples do not exhaust all surfaces of constant curvature (see, in Section 3.2,
example 3.2.1 and Exercise 63). Later on, however, we will see that any compact
surface in R 3 of constant Gaussian curvature is a sphere.

Exercises

100. (a) Check that the differential equations of the geodesics of a surface of revolution
parametrized by

®(u,v) = (p(v)cosu, p(v)sinu,z(v))
are

2
W+ Loy = 0,

0
" 194 n, PPTIT
v TR +p2+z2v =0

— where p, z, etc. denote the derivatives with respect to v, and u’, v/, etc. the
derivatives with respect to the curve parameter.

(b) Use these equations to conclude again that any meridian # = constant is a
geodesic, and that the parallel v = v is a geodesic if and only if the tangent line to
the generating curve at v is parallel to the z-axis.

(c) Show that if y(s) = ®(u(s),v(s)) is a geodesic parametrized by arc length
then (p(s))*u’(s) is constant. Check that (p(s))*u’(s) = p(s)cos8(s), where
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o(s) = pov(s) is the radius of the parallel where v lies at time s and 6(s) is the
angle of intersection of the curve with that parallel. (The equality p cos 8 = constant
is the Clairaut Equation, and plays a fundamental role in the study of geodesics on
surfaces of revolution.)

101. (In this exercise use the Clairaut Equation from Exercise 100.) Consider the
geodesic 7y that starts from a point p on the upper half (z > 0) of the hyperboloid of
revolution x” + y> — z2 = 1 and makes angle 6 given by cos 6 = % with the parallel
(with radius p) passing through p. Put y(s) = (o(s) cos ¢(s), p(s) sine(s),z(s)),
7(0) = p. Show that:

(a) while y(s) stays in the upper half z > 0, however z'(s) # 0;

(b) if z'(0) < O then

z2(s)>0VseR, lim z(s)=0, lim 7'(s) =0, lim ¢'(s)=1.
§—>+00 §—>+00 §—>+00

102. Consider, on the paraboloid of revolution z = x>+, the geodesic a/(¢) = (0,1,1%),
teR.
(a) Show that there exists £ > 0 such that for all 0 < 7y < &, a‘[ . minimizes the

—to» (]]
intrinsic distance between a(-fo) and /().
(b) Show that, for ¢ sufficiently large, af|[_t0 ] 1O longer minimizes the distance
between a/(—fo) and a (7).

103. Let S be a connected surface on which the sum of the interior angles of any
geodesic triangle is equal to 7. Show that S is locally isometric to a plane.

104. Show that if all geodesics of a connected surface are planar curves then that
surface is contained in a sphere or in a plane.

105. Let S be a surface of constant curvature, and let A;, A, be geodesic triangles of
S. Assuming that Ay, A, are “sufficiently small”, show that:

(a) if two of the sides of A; are equal then the angles opposite to those sides are
also equal;

(b) if A; and A, have pairwise equal sides then there exist open subsets Wi 2 Ay,
W 2 A, and an isometry f: Wi — W, for which f(A;) = A,. Hint: consider first the
case where the A; have the same angle and sides adjacent to that angle.

106. Show that on the surface of revolution (p(z) cos ¢, p(z) sin ¢, z) (where p(z) > 0
for all z € R), the only minimizing geodesic between two points on the same meridian
@ = constant is precisely that meridian.

107. Let S be a connected surface, p a point on S, and let @: ]a, b[ — S be a regular
curve that does not pass through p. Consider the intrinsic distance on S.

Show that if a(f9) is a point of @ at the minimizing distance from p and y a
minimizing geodesic starting from p to @ (z) then y intersects @ orthogonally.

108. Let Sc  (C # 1) be the surface of revolution of constant curvature 1 given in
example 3.2.1 and y € S¢ the meridian u = 7.
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(a) Explicitly define a local isometry f:Sc \y — S. Hint: send the equator of
Sc to the equator of S? and use spherical coordinates.

(b) The equator v = 0 is a closed (i.e., periodic) geodesic of S¢. Show that S¢ has
other closed geodesics if and only if C is rational.

109. Consider a geodesic polar coordinate system (p, ¢) centered at a point pg € S
with curvature K(po). Prove that:
K 3
@ VG =p- (é’o) P>+ o(p*), where ling)L'[;) = 0 uniformly on ¢.
p=0  p

Hint: Lemma 4.6.9 and formula (4.38) should show that, given ¢, the function
p G (p,¢) admits a Taylor polynomial expansion around O as above — the
problem lies in proving that the said limit is uniform on ¢.
(b) by denoting by /(p) the perimeter of the geodesic circle with radius p centered
6mp - 31(p)
np3

at po at K(po) = lim
p—0

110. (a) Show that in geodesic polar coordinates (p, ¢) the geodesic curvature of the

geodesic circumferences p = constant is given by ﬁ .

(b) Conclude that these circles all have constant geodesic curvature if and only if
there exist differentiable and strictly positive functions 8(p) and A(¢) such that

G(p,¢) = B(p)A(p). (4.40)

(c) Show that if G is of the form (4.40) then the Gaussian curvature along each
geodesic circumference p = constant is constant.

(d) Conclude that the only oriented connected surfaces on which any geodesic
circumference has constant geodesic curvature are surfaces of constant Gaussian
curvature.

111. Show that a conformal mapping f:S; — S, that sends geodesics of S} to
geodesics of S, is necessarily a similarity — 1i.e., there exists 4 > 0 such that
|Df,(v)| = Alv|forall p e S; and veT,S;.

112. Let p be a point of S and a(u), |u| < &, a regular curve in S such that @ (0) = p.
Choose along « a unit vector field w(u) of tangent vectors orthogonal to a’(u) and
write @(u,v) = y(v —vo; a(u),w(u)) (i.e., ®(u,-) is the geodesic that at time v
passes through a(u) with velocity w(u)). Show that:

(a) ®(u,v) is a parameterization in a neighborhood of p (the coordinates @ (u, v)
obtained this way are called semi-geodesic);

(b) @(u, v) is an orthogonal parameterization;

(c) geodesic polar coordinates are an example of semi-geodesic coordinates.

113. Let S be a connected oriented surface and let f: S — S be a local isometry. Show
that:
(a) if there exists p € S such that f(p) = p and D f,, =id |T o then f is the identity
r

(Hint: what are the geodesics that start from p mapped to?);
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(b) if f is not the identity and if there exists a regular curve a:1 — S such that
f oa = athen f reverses orientation of S;
(c) the curve « in b) is a geodesic.

114. Let S1, S> be connected surfaces, f:S; — S» be a diffeomorphism, and d;,
d; be the intrinsic distances on §; and S>. Show that the following conditions are
equivalent:

(1) fis anisometry;

(2) di(p.q) = d2(f(p). f(q)) forall p,q € S;.
(Hint for (2) = (1); a) show that f transforms geodesics of S| into geodesics of S,
preserving scalar velocity; b) use the equivalence between (ii) and (iii) for 4 = I in
Lemma4.1.1, §1.)

115. In this exercise we show that any compact surface has a triangulation (a fact
used when establishing the global version of the Gauss-Bonnet theorem). Fix ¢ > 0
so that, for all p € S, Ds(p) is a normal neighborhood of p, and consider a family
(Ri), <j<k Of geodesic triangles such that:

o the interiors of R ; (j=1,...,k) cover S,
o the diameter of each R ; is ¢ (i.e., if p,q € R; then d(p, q) < 6).

(a) Show that any two edges of two distinct R ; are either disjoint, or intersect at a
single point, or intersect along an arc common to both. Hence, the intersections of
the R ; form a finite number of regions €;.

(b) By properly triangulating each region £, obtain a triangulation of S.

Appendix: Rotation Index

In this appendix we prove the Rotation Index theorem that we used in the proof of the
Gauss-Bonnet theorem. First however let us explain what we mean by continuous
choice of the angle between two vector fields, an expression used repeatedly in Section
4.5. Let us take two unit vector fields vy (s) and w(s) along a certain curve a(s),
for s € [a, D], and consider an auxiliary vector field v(s) so that (vq,v3) is, for
every s, an orthonormal and positively oriented basis of 7, (4)S. We can then write
w(s) =1 (s)vi(s) + A2(s)va(s), where

[A1()]? + [A2()]* = [w(s)[* = 1.

This shows that s + (11(s), A2(s)) is a mapping of [a, b] into the unit circle S'. If
the vector fields considered are differentiable, then also this mapping is differentiable,
and therefore (see note 1.3.1 and Exercise 7 in Section 1.3) there exists a differentiable
mapping ¢(s) such that (11(s),22(s)) = (cos ¢(s),sinp(s)) — that is, such that

w(s) =cos(s)vi(s) +sing(s)va(s).
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It is this function ¢(s) that we call the continuous choice of the oriented angle
between vq(s) and w(s). As we noted in note 1.3.1, any other choice of the same
angle is the sum of ¢(is) with an integer multiple of 2.

For later use, it is convenient to obtain a description like the one we saw above for
functions [a, b] — S! that are not necessarily differentiable:

A Lemma. Let F:[a,b] — S! be a continuous function. Then there is a lift of F,
that is, a continuous function ¢:[a,b] - R such that F(s) = (cos ¢(s),sin¢(s)) for
all s on [a,b]. Every other lift of F is the sum of ¢ with a constant integer multiple
of 2m.

Proof Consider the mapping I1(z) = (cost,sinz) which wraps the line R into
S!. Note that the restriction of II to any interval [t;,t,] with t, —#; < 27 is a

homeomorphism onto its image, since [#;,#;] is compact and H|[t n] is continuous
1,12

and injective. What we are looking for is a continuous function ¢ such that F' =TT o ¢.
The idea is to restrict F' to small intervals where we can apply a local inverse of II to
both sides of this equality.

By uniform continuity of F, there exists § > 0 such that for |s — ¢| < &, the
points F(s) and F(¢) are never diametrically opposite in S'. If we take a partition
50 < 81 < - < sg of [a,b] with s; — s;_1 < &, then, for every 1 < i < k, the image
F ( [si-1, si]) is contained in a semi-circle. Let us now define ¢ recursively, starting
at the interval [so, s1]. By construction, there exists an interval J;, of amplitude
7, such that the arc TT1(J;) contains F([so,sl]): thus, for s € [so,s1], we define

o(s) = H|;l1 o F(s). Assuming we have defined ¢(s) for all s € [sg, s;—1 ], we take J;,
of amplitude 7, such that ¢(s;_1) € J; and F([si_] , si]) c1(J;), for s € [si—1, 5;], we
define p(s) = l'[|}l_1 o F(s). This ends the construction of ¢. It is clear that F =TI o ¢.
Since ¢ is continuous (because it is continuous on every interval [s;_1, s;]), ¢ is a lift

of F.
Regarding uniqueness of ¢ (minus a constant), the proof is given in note 1.3.1. O

In general, a lift(ing) of a continuous function F: Q — S!, where Q is a domain
of R™, is a continuous function ¢: Q — R such that F = IT o ¢. If we do not impose
conditions on £, it is not true that all such functions F have a lifting. But we can
guarantee the existence of a lifting if, for example, Q is a rectangle (i.e., the Cartesian
product of compact intervals): the next lemma proves this in the two-dimensional
case, the only one we need besides the case n = 1 treated in A.1.

A.2. Lemma. Let F(s,t) be a continuous function [a,b] x [c,d] — S'. Then
F has a lifting — thar is, there exists ¢(s,t) continuous such that F(s,t) =

(cos p(s,t),sine(s,t)).

Proof Let 6(t) be alifting of the mapping 7 — F(0,1), whose existence is guaranteed
by A.1. Again, using A.1, let us next take, for every 7 € ¢, d], a lifting s — ¢(s,7) of
s = F(s,1) that satisfies ¢(0,¢) = 6(¢). The function ¢ obtained this way satisfies
the equality F' =II o ¢, and it remains to show that ¢ is continuous. By construction,
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its restriction to each of the horizontal segments [a, b] x {¢}, and to the vertical line
segment {0} x [c, d], is continuous.

Given & > 0 with & < 7, the uniform continuity of F gives us § > 0 such that
the angle between F(s,) and F(5,7) has amplitude & whenever |(s,1) — (5,7)| < 6.

Thus, given (s¢, 7o), and under the assumption that |(s, ) — (s9,79)| < §, we can write
o(s,t) — (s, t0) = &(s,1) +2mk(s,1),

where k(s,7) is an integer and |e(s,t)| < &. If we show that k(s,7) = 0, the
continuity of ¢ on (s, ) follows. Now, since 90‘ (03x[e.d] is continuous, we have
l¢(0,1) = ¢(0,10)| < & < 5. Furthermore, since the difference ¢(-,7) — ¢(-,70) is
continuous and takes neither of the values + %, it takes values in the interval ]—g, % [;
we conclude that |@(s,2) — ¢(s,%)| < 5. But as also |¢(s,t0) — ¢(s0,t0)| < 5, it
follows that

> |e(s,t) —@(s0,t0)| = le(s, ) + 2mk(s,t)| > 2x|k(s,1)| — |e(s, 1)),
and therefore k(s,) = 0. This concludes the proof of the continuity of ¢. O

Here, in a simplified version, is the Rotation Index theorem:

A.3. Rotation Index theorem (first version). If a: [a,b] - R 2 is a closed, regular,
simple curve, then R(a) = +1, where the sign depends on the orientation of the
curve.

Proof We suppose, as usual, that « is parametrized by arc length, and define a
continuous function F: [a,b] x [a,b] — S! as follows: if 0 < |s — | < b — a, we put

a(s)—a(t)
la(s) - a(t)]”
in the other cases, we put F(s,s) = @'(s) and F(a,b) = -F(b,a) = a'(a). Denoting

by ¢(s,) alifting of F(s,?), the restriction of ¢ to the diagonal {(s,s):t0 < s < b}
is a lifting of s — a’(s), and therefore the rotation index is

F(s,t) =

R(a) = 5 (o(b.b) - pla,a)

Suppose that the initial point @(a) is chosen so that the curve « is all on the same
side of its tangent line at that point (such a choice is always possible: see for example
Section 1.6). Then the image of F(s,a), for s € [a, b], is contained in a semi-circle,
and therefore its lift ¢(s,a) covers at most an interval of amplitude n. But since
F(a,a) = -F(b,a), we have

¢(b,a) - ¢(a,a) = en,

where & = 1 if @ is positively oriented, and & = —1 otherwise. Since F(b,1),t € [a, b],
runs exactly along the curve at S! diametrically opposite to F(s,a), we also have
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@(b,b) —¢(b,a) = en.
Adding these two equalities, we obtain R(«) = &, which concludes the proof. O

Before we move to a generalization of Theorem A.3, we note that the above proof
works under the assumption that « is only of class C'.

We will now show that A.3 remains valid for curves on surfaces, provided
such curves are contained in parametrized neighborhoods. Let a(s), for s € [a, b],
be a closed, simple, regular curve of class C ! contained in the image of the
parameterization @ (u,v) that we assume to be compatible with the orientation of the

1
surface. Let vi = —EQDM, and let () be a continuous choice of the oriented angle

between vy and @’ (s). We claim that if @ is positively oriented, then 8(b) —6(a) = 2x.

The idea, of course, is to apply Theorem A.3 to the planar curve 8 = @' o a.
If ® were an isothermal parameterization, our statement would be an immediate
consequence of A.3, but it is unnecessary to invoke such a strong result as the
existence of isothermal parameterizations. Let ¢(s) be a continuous choice of the
B'(s)
B’ (s)]
orientation and D®py) sends (1,0) and 7(s) to vectors that are positive multiples of
vy and @’ (), the dihedra ((1, 0),7(s)) and (v, a’(s)) are both positively oriented
or both negatively oriented. Hence, ¢(s) — 6(s) # £ for all s; choosing 6(a) and
@(a) with |p(a) - 8(a)| < &, we also have |p(b) — 0(b)| < . It follows that

He(b) - ¢(a)} - {6(b) - 0(a)}| < 27

angle between (1,0) and 7(s) = . For every instant s, and since ® preserves

or, using A.3,
27 - (0(b) — 0(a)}| < 2,

and therefore, since 8(b) — 6(a) is an integer multiple of 27,
0(b) -0(a) =2n,

which proves our assertion.

Let us now state the more general version of Theorem A.3. used in the proof of
the Gauss-Bonnet theorem. Consider a curve a(s), for s € [a, b], closed, simple,
piecewise regular, which is the boundary of a polygonal region Q contained in a
neighborhood parametrized by ®(u,v). Leta = sg < 51 <-- < s =bbethe k + 1
vertices of a.

A.4. Rotation Index theorem (second version). Let y;, fori = 1,...,k, be the
exterior angles of Q and 0;(s), for s € [s;—1,s:], a continuous choice of the angle

between vy = ﬁd%, and &' (s). Then, if a runs through Q with positive orientation,

we have

1

k k
Z;{Gi(si) - 9i(Si—1)} + ;yi =27.
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For the proof, we approximate a by curves a,. of class C!, obtained by rounding
each of the vertices of . For sufficiently small & > 0, @:[0, L] — S is thus a
closed, simple, regular curve, parametrized by arc length, for which there exist
disjoint and consecutive intervals [a”,bf] € [0, L] (i = 1,..., k) such that each arc

ag([af,bf]) is a segment of the regular arc a([s;-1, 5;]), traversed with the same
orientation. Furthermore, the total length of the arcs of @ and a . that are not common

to both curves, i.e., in the complement of

Tt

as([a7, b7 ]),

is e.
Let us denote by 6. (s) a continuous choice of the angle between vy and o’ (s). It
is clear then that each of the differences

0:(bi) = 0:(ar)

comes arbitrarily close to 6;(s;) — 0;(s;—1), taking & sufficiently small, and in this
way also
Oc(ar)—0:(b7), fori=1,..., k-1,

and 0.(af) - 0:(0) +0-(Ls) - 0:(by), for i =k,

lie close to y; fori = 1,..., k. We thus conclude that

270 =6.(Ls) - 0(0)

k
={0:(Le) - 0:(b5)} + ;{esa)f) -0:(af)}+

k-1
+ Zl {0:(af,1) - 0:(bF)} +{0:(a) - 0:(0)}

is arbitrarily close to
k k
> {91'(51') - 91'(51'—1)} + 2 i
i=1 i=1

which proves the theorem.

Exercises

116. Lemma A.2 applies not only to rectangles, but also, obviously, to any regions that
are homeomorphic to rectangles. For example, any continuous function F:DD? — S',
where D? is the closed disk {p € R %:|p| < 1}, has a lifting. Using this fact, we next
give a proof of Brouwer’s fixed point theorem: any continuous function f:D?> — D?
has some fixed point (i.e., a point p such that f(p) = p).
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Assuming that f has no fixed points, we define F:D? — S! by

lf(p)-p

)

and consider a lifting ¢: D> - R of F.

(a) Write y(t) = F(cost,sint), for 7 € [0, 2], and let §(¢) be a lifting of y such
that 6(0) € ]%, %’r[ Show that 6(¢) € ]t + 5.t 37”[ for all 7, and conclude that
6(2r) - 6(0) =2n.

(b) Note that 6(r) = ¢(cost,sint) is also a lift of y(¢), but that §(27) = 6(0).
What follows?

117. Let Q ¢ R 2 be an open disk and let w: Q — R % be a differentiable field of unit
vectors. Given a regular closed curve @:[a, b] - Q, show that the rotation index of @
is also equal to

1
o (0(6) - 0(a).
n
where @ is a continuous choice of the (oriented) angle of w(a(¢)) and o’ ().

118. Consider, in T2 with the parameterization of Exercise 31, the vector field
w(u,v) = (—sinvcosu, —sinv sinu, cos v). Let the rotation index of a regular closed
curve a:[a, b] - T? be the integer

Aa) = i (6(b) - 6(a)),

where 6 is a continuous choice of the oriented angle of w and o’ (¢).

(a) Compute A(a) for the curve t — ®(z,nt), where n € Z is a constant and
t€[0,2x].

(b) Does the result of (a) depend on the vector field w?
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Chapter 5 e
The Global Geometry of Surfaces

Global geometry deals with those results that concern the surface as a whole. In
Chapter 4 we have already seen examples of global theorems, such as the divergence
theorem (Corollary 4.4.3.i) and the Gauss-Bonnet theorem (Theorem 4.5.6). Another
example is the sphere theorem that we will present in this chapter: any compact surface
of constant curvature in R 3 is a sphere. As we already observed, the assumption
that the curvature is constant is insufficient, and a global condition (in this case, the
compactness of the surface) is needed to draw such a conclusion.

Compact surfaces are inextensible, in the following sense: if S; and S, are
connected surfaces such that S is compact and S| € S, then S| = S,. The global
results must naturally deal with inextensible surfaces. In Section 5.1 we will define
the notion of a complete surface, which is a sufficient but not necessary condition for
a surface to be inextensible.

This chapter includes a mixed bag of topics unusual in introductory texts of
Differential Geometry: for instance, a Blaschke formula for surfaces of constant width
(Theorem 5.5.3) and the description of all complete surfaces of constant non-negative
curvature (Theorems 5.7.7 and 5.7.10). To help the readers in their choice of topics,
we mention that Sections 5.1 and 5.2 form the main body of the chapter, from which
two independent branches emerge, one consisting of 5.4 and 5.5 and the other one of
5.3,5.6and 5.7.

All surfaces in this chapter are connected.

5.1 Complete Surfaces

In Chapter 4 we gave an example (4.6.5) of a surface on which no minimizing geodesic
exists between given two points. Even though this example seems disingenuous (the
surface in question is a plane from which a point has been removed “unduly”), it
points out a possible problem: although there is a geodesic 7y that starts from p in the
direction of ¢, 7y is not defined for some value of the parameter and therefore does
not reach g.
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We say that a surface S is complete if any parametrized geodesic y(#; p,v) of S
is defined for all 7 € R . Equivalently, S is complete if exp , is defined on the entire
tangent space T, S for all p € S. The next result gives us many examples of complete
surfaces.

Proposition 5.1.1 If a surface S € R is closed in R > then S is complete.

Proof Given p € S and v € T),S with |v| = 1, we verify that the geodesic y(s) =
v(s; p,v) is defined for every s € [0, +oo[ (replacing v by —v, it follows that y(s) is
also defined on the entire interval | —oco0, 0]). For this, it suffices to check that if y is
defined on [0, so[ then it is defined on some interval [0, so + §[ for § > 0 as well.

Take a monotone sequence (s, ), ., on [0, so[ that converges to so. Since

[y(sn) =y (sm)l < d(y(sn),y(sm)) <lsn = sm

it follows that (y(sn)),,,, is a Cauchy sequence in R 3. Since S is closed, the limit p
of this sequence is a point of S. We can then choose n > 0 and a neighborhood U
of p in § such that, for all g € U, the radial geodesics starting from g have length at
least 17. We fix n so that s, > 5o — 7 and y(s,) € U, and let g = y(s,), W = ¥'(s,).
The geodesic ¥(t) = y(t; g, w) is defined for 7 € ]-n,n[, and y(s) = (s — s,,). Thus
y(s) is extensible to the interval [0, s, +n[ 2 [0, 50 + Z[. o

In particular, it follows from the above proposition that all compact surfaces are
complete. However, we observe that there are complete surfaces other than those
closed in R 3:

Example 5.1.2 Let S be the surface given by
D(u,v) =((L+e™)cosu, (1 +e*)sinu,v),

u,v € R. S is complete because it is isometric to the plane, which is a complete
surface. However, S is not a closed subset of R 3: a point of the cylinder x> + y? = 1
lies outside of S, and is moreover the limit of a sequence of points in S (see Fig. 5.1).

Figure 5.1
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The intrinsic distance d in S and the distance | | in R % are equivalent, in the sense
that a sequence (p,,) in S converges to p € S for one of these distances if and only if
it converges for the other one. However, this example shows that they do not have to
be uniformly equivalent: there can be a sequence of points on S that is Cauchy for | |
but is not so for d. O

The major advantage of complete surfaces is that there exist minimizing geodesics
between any two points on them. Before we prove this, we note that it follows from the
triangle inequality (see Section 4.6) that, for every p € S, the mapping g — d(p, q)
is continuous (since |d(p,q) — d(p,r)| < d(g,r) VY q,r € S) — and therefore its
restriction to any compact § attains a maximum and a minimum.

Theorem 5.1.3 Let p, g be two points of a complete surface S. Then there is on S
some minimizing geodesic from p to q.

Proof Let D s(p) be a normal neighborhood of p. If ¢ € D s(p), there is nothing
to show. Otherwise, letting [ = d(p, q), we have [ > 6. Consider now the geodesic
circumference S! ( D, g) with center p and radius S andletr be a point of St ( D, g)
at the shortest possible distance from ¢. By the triangle inequality, we have

P
d(w)Zd(p,q)-d(nr)ﬂ—i- (5.1

Let a(t), for 7 € [a, b], be any piecewise regular curve from p to g, and let 7o be the
first instant at which e (#9) € S'(p, g) Then

) = 1(aly, )+ (el ) 2 d(poa(in) + d(alin).q) 2 5 +d(r.q),

which implies > £ + d(r, q). Together with (5.1), this gives d(r,q) =1 - $. Let
v(s) be the radial geodesic, parametrized by arc length, such that y(0) = p and
y(g) = r. Note that for s > 0 we have d(y(s),q) > d(p,q) -d(p,y(s)) >1-s.
Defining

I={se[0,1]:d(y(s).q) =1 - s},

the preceding inequality shows that s € [ if and only if s > 0 and d(y(s),q) <1 -s.
It follows that [ is a (necessarily closed) interval: in fact, if s € [, and 0 < f < s, then
d(y(1),q) <d(y(t),y(s)) +d(y(s),q) < (s—t)+ (I —s) = —1t, and therefore 7 € I.
We have already seen that [O, g] c I; let us now show that I = [0,/]. To this end, it
suffices to show that if so € ]0, /[ is in I then also so + 57 € I for some 1 > 0 — because
then necessarily sup / = [. Let us fix a normal neighborhood D»,,(y(s0)) of ¥(s0)
so that d(y(s0), q) > n, and let 7 be a point of S'(y(so),7) at the shortest possible
distance from g: the above argument shows that

d(7,q) =d(y(s0),q) —n=1-(so +1n) (because sq € I), 5.2)

and therefore



142 5 The Global Geometry of Surfaces

d(y(so—n),7) 2d(y(so—n),q) —d(7.q) = 21. (5.3)

The restriction y|[Y0717 , followed by the radial geodesic from y(so) to 7, is a

,50]
piecewise regular curve from y(so — ) to 7 whose length is exactly 25. By (5.3) the

curve is minimizing and therefore a geodesic

Figure 5.2

(Proposition 4.6.8), so that it coincides with )/|[SO_77 sorn]’ It follows that y(so+7) =7

and, by (5.2), so + n € I. We then have I = [0,!]; in particular, d(y(!),q) = 0 and
therefore y(I) = g. Thus, and since d(p,q) = [ as well, y|[011 is a minimizing
geodesic from p to g. ’ O

If we read the above proof carefully, we obtain: if p € S is such that all geodesics
starting from p extend to all values of the parameter then, for every point q of S,
there is some minimizing geodesic from p to q. This observation lets us easily assert
that any complete surface S is inextensible: if S is contained in another surface S
then S; = S. In fact, S is necessarily open in S, and therefore the geodesics of S are
also geodesics of Sy. Let us fix p € S: the geodesics of S that start from p, because
they are geodesics of S, are defined for all values of the parameter. This means that,
given g € S, there exists some minimizing geodesic y from p to ¢g. Buty € S and
therefore ¢ € S — which shows that §; ¢ S.

Example 5.1.4 Besides the punctured plane, also the cone C given by the equation
7z = \/x2+y%(z > 0) is a non-complete surface, since the generating lines are
geodesics that are not defined for all parameter values. Nevertheless, between every
pair of points of C there exists a minimizing geodesic (Exercise 89 of Section 4.3) —
and C is inextensible. To prove the latter statement let us suppose, to the contrary,
that there exists a connected surface S such that C € S but C # S. Let p be a point on
the boundary of C in S: p does not belong to C because C is open in S. Let (p,)
be a sequence of points of C that converges to p.

n>1

Lemma Given € > 0, there exists ng such that p,, is below the plane 7 = € for all
n 2 ny.
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If the lemma is false, then some infinite subsequence of ( p")nzl is contained
in Cn {z > &} — which is a closed subset of R3 and therefore contains all the
accumulation points of the mentioned subsequence; then p € C n {z > ¢} ¢ C, which
is absurd. We have thus proved the lemma.

It immediately follows that lim p, = (0,0,0). Thus the boundary of C on §
n—+o0o

consists only of the point (0,0,0), which implies S = C u {(0,0,0)}, otherwise
S~ {(0,0,0)} would not be connected. But C u {(0,0,0)} is not a surface, which
proves the non-existence of S. i

Exercises

119. (a) Show that S is a complete surface if and only if (S,d) (where d is the
intrinsic distance on S) is a complete metric space. (Complete means that any Cauchy
sequence converges. Try to prove the stronger statement that any bounded sequence
has a convergent subsequence.)

(b) Show that if there exists p € S such that any geodesic passing through p is
defined in R, then S is complete.

120. If S is a non-compact, complete surface, and p a point of S, then there exists a
geodesic y(s) of S such that ¥(0) = p and that minimizes the distance between p
and y(s) forall seR.

121. Let S be a complete surface, p a point of S, and v € T, a unit vector. Write
¥(s) = exp,(sv), and suppose that there exists s > 0 such that y|[0 N does not

minimize the distance between p and y(s). Consider the set I = {s > 0:d(p,y(s)) =
s}. Show that:

(a) 1 is a closed interval [0, s¢];

(b) for s > s¢ there exists a geodesic ¥ of length s connecting p to y(s);

(c) for 0 < s < s, y|[0,s] is the only minimizing geodesic connecting p with y(s);

(d) for s = so two cases could apply:

o there is another minimizing geodesic connecting p with y(so);
® sV is not a regular point of exp,,.

122. Consider in T?, parametrized by
®(u,v) = ((2+cosv)cosu, (2+cosv)sinu,sinv),

the points p = ®(0,0), ¢ = ®(ugp,vo) and r = ®(ugp, ), where 0 < ug < m, for
0<vo<m. Lety(s)=®(u(s),v(s)), for s € [0,a], be a minimizing geodesic from
p to g with u(0) = v(0) = 0. Show that:

(@) 0<u(s)<ug, 0<v(s)<nforallse[0,a];

(b) there are two and only two minimizing geodesics from p to r (use the Clairaut
Equation, Exercise 100, to conclude that there is only one such geodesic in the region
0<u<uy,0<v<m);

(c) if ¥(s) is a geodesic such that ¥(0) = p and y(b) = r, then ¥(2b) = ®(2uy,0);

(d)if u—’; is rational then the geodesic ¥ is periodic, otherwise it is dense in T?;
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(e) all geodesics (except the parallel v = ) intersect the parallel v = 0;

(f) there exist in T? geodesics that are neither periodic nor dense.

123. Consider in T? the parameterization ®(u,v) from Exercise 122. Let A be
the geodesic triangle of vertices p = ©(0,0), g = @(%,0), r= <I>(§,vo), where
0 < vo < 7, and where pg = {®(u,0):0 <u < Z}, gr = {®(%,v):0< v <vo}, and

pr is a minimizing geodesic from p to r.

Use the Clairaut Equation to show that the sum of the interior angles of A is greater
than 7. Can you draw the same conclusion from the Gauss-Bonnet theorem?

124. Let S be a connected surface such that for every p on S, there exists an isometry
&prS > Swithé,(p) = p and D(fp)p = —id. Show that:

(a) the sphere satisfies that condition;

(b) such a surface is complete and has constant curvature.

125. Let C be the cone z = \/x2 + y2, 7 > 0. Show that there is no mapping f:C — S
such that S is a complete surface and f an isometry onto the image (i.e., there is no
isometric embedding of C into a complete surface).

5.2 Coverings

The notion of a covering is one of the most fruitful in topology — but, to save time,
we will restrict ourselves to coverings of surfaces, though they prove useful in more
general topological spaces. The theory developed here will allow us to show that a
good number of surfaces are (globally) images of local diffeomorphisms of standard
surfaces like the plane or the sphere.

A mapping f:S; — S» between two surfaces is called a covering (map) of S, if
each ¢ € S has an open neighborhood U with the following property: f~!(U) is a
collection of disjoint open subsets (U;), such that, for every i, the restriction f |U.
is a diffeomorphism of U; on U. Such an open subset U is called an evenly covered
neighborhood of ¢ — or simply an evenly covered open subset; see Fig. 5.3.
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Figure 5.3

Example 5.2.1 The mapping R? - {x? + y*> = 1} given by (u,v) — (cosu, sinu,v)
is a covering; as is the usual mapping R > — T? given by

®(u,v) = ((2+cosv)cosu, (2 +cosv)sinu,sinv).

It follows from the definition that any covering is a locally surjective diffeomor-
phism, but it is worthy to note that not all locally surjective diffeomorphisms are
coverings. An example is the restriction of @ to the square |-2x, 27| x |-2x,2x[:
in Figure 5.4, the preimage of the marked open subset U joins nine disjoint open
subsets, but only one of them is surjectively sent onto U under ®. O

Figure 5.4
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There is however an additional condition under which a local diffeomorphism is
guaranteed to be a covering:

Proposition 5.2.2 If S| is compact and f:S\ — S» a local diffeomorphism then f is
a covering.

Proof Let us first show that f is surjective. Since f is a local diffeomorphism, its
image f(S1) is open in S>. Given a sequence (f(pn)),; on f(S1) that converges
to g € S, if p € S} is an accumulation point of ( pn)n21 (which exists because S is
compact), then f(p) = q. Thus f(S}) is also closed in S, and, since S5 is connected,
necessarily f(S1) = S».

We now observe that each point g of S, has a finite number of preimages, otherwise
they would accumulate in the neighborhood of some point of S, in contradiction
to f being a local diffeomorphism. Let py, ..., px be the preimages of ¢, and let us
choose open neighborhoods V; of p; such that each f |v~ is a diffeomorphism onto the
image and V; n'V; is empty if i # j. I

Cx

Claim: There is & > 0 such that f~' ({r € So:|r —q|<&}) c U V;.

i=1

In fact, the negation of this statement implies the existence of a sequence (7).,

k
inS;\ (U Vl-) such that lim f(7,) = ¢, and any accumulation point of (7;,) ., is
i=1 n—+oo =

a preimage of g distinct from py, ..., px. Finally, for the & given by the claim, the
k

open subset {r € Sy:|p —g| <&} n[ N f(V;) | is an evenly covered neighborhood of
i=1

q.

We say that a differentiable mapping f:S; — S» lifts curves if, for every curve
a:la,b] - S, and p € S; such that f(p) = a(a), there exists a single curve
@:[a,b] — Sy such that @(a) = p and f o@(¢) = a(z) for all ¢ € [a, b]. That is, for
every preimage p of the final point @(a) of @, there exists a single curve in S that
starts from p and whose image under f is a. Note that any mapping that lifts curves
is necessarily surjective.

Proposition 5.2.3 Every covering lifts curves.

Proof Let f:81 — S, be a covering, a:[a,b] - Sy acurve, and p € S| a preimage
of a(a). By compactness of [a, b] there exists a partition

a=ty<t<--<tpy=b

such that each a([#;—1,#;]) is contained in an evenly covered open subset W;. We
construct @ step by step, starting with the interval [z,7;]: denoting by W; the

-1 . ~ _ - s
component of f~'(Wy) that contains p, we define a|[t0’tl] = f|W1 o a|[t0’tl]. ais
continuous and obviously satisfies @(¢p) = p and f o @ = a.
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Assuming that we constructed &|[t0 f] and defined W; for i = 0,...,j - 1,
-

we denote by W, the component of f~!(W;) that contains @(;_1) and we put

b?|[tj71’tj] =f |% o a|[tH’tj I Repeating this until j = k, we complete the construction
of @.

Regarding uniqueness of @, it follows from the following general observation:
if £:81 — Sy is a local diffeomorphism and @, @:[a,b] — S| are curves such that
@(a)=a(a)and fo@ = foa, then@ =a@.

To see this, we observe that [ = {t € [a,b]:@(r) = @(¢)} is open and closed on
[a,b], by which I = [a, b] ({ is closed because @ and @ are continuous, and is open
because f is a local diffeomorphism). O

A remarkable property of coverings f:S; — S» is that all points of Sy have the
same number of preimages, which is a simple consequence of Proposition 5.2.3.
Indeed, given p and g in S,, consider a curve « in S, from p to g. For each preimage
pi of p, let a; be the lifting of « that starts from p;. The endpoint g; of ¢; is a
preimage of g. By Proposition 5.2.3,ifi # j then g; # q; — since, obviously, there is
a unique lifting for a given endpoint. Thus #/~'({p}) <#f~'({¢}), and swapping
the roles of p and g we obtain the opposite inequality.

The number of preimages of each point of S is usually called the number of sheets
of the covering.

By Proposition 5.2.3, we see that any covering f:S; — S, enjoys the following
properties:

(i) f is alocal diffeomorphism,

@ii) f lifts curves,

— and the converse is also true:

Proposition 5.2.4 If f:S| — S has properties (i) and (ii) then f is a covering.

Note: In topological spaces other than surfaces — where, instead of diffeomorphisms,
we would speak of local homeomorphisms — (i) and (ii) no longer guarantee that a
mapping is a covering.

We say that two curves ag, a:[a, b] = S, with ag(a) = @ (a) = g and a(b) =
a1(b) = qy are homotopic with fixed endpoints if there exists a continuous function

H:[0,1] x [a,b] = S>

such that H(0,7) = ao(t), H(1,1) = a () for all ¢ € [a,b], and H(s,a) = qo.
H(s,b) = q forall s € [0,1]. Letting @y = H(s, "), the family of curves (@), is
called a continuous deformation of a with fixed endpoints. Note that if g is closed
then all @, curves are also closed.

Lemma 5.2.5 With the above notation, let @, for 0 < s < 1, be a lifting of ay in S;.
If all the curves @5 have the same initial point py, then they also all have the same
endpoint.
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Proof 1t suffices to show that, given sy € [0, 1], there exists 6 > 0 such that if
|s = so| < &, for all s € [0,1] then @(b) = @y, (b). Leta=t9<t; <--<t;=bbea
partition of [a, b] such that @, ([#;-1,%;]) € D;, where for each i:

« D, is an open subset diffeomorphic to a disk of the plane;
* if i < k then there exists an open subset including the closure of D; U D;,1 such
that the restriction of f to it is a diffeomorphism onto the image.

Every D; = f (5 ;) is an open subset of S, diffeomorphic to a disk. By (uniform)
continuity of H(s,7) = as(t), there exists § > 0 such that if |s — so| < ¢, for all
s €[0,1], then as(t) € D; forall t € [t;_1,¢;] and i = 1,. .., k.

Fixing s € [0,1] N ]so— 8, so+ &[, let us show that @,([t;_1,;]) € D; fori =
1,...,k. Fori = 1, we have @,(to) = po € D;; if not @s([to,1:]) < D, there is
t € |1, 11] such that @, () is on the boundary of D . For this ¢, the point e, (¢) is on
the boundary of D, which contradicts the choice of s. We then have @, ([1,71]) € D;.
Assuming now that &, ([t;_1,#;]) € D; (i < k), we observe that o, (t;) = f(@,(t;)) is
in D; n D;,1. Since, by the second condition above, the restriction of f to D;UD;y
is a bijection onto D; U D;,, we have f|751,_U5M(Di NnD;y1) = D; n Dy and
therefore @, (#;) € D;1 . From this, as above, we conclude that @s([tistiv1]) € Dis1
— and the proof by induction is finished. Finally, from the fact that @;(b) € Dy and
f(@s (D)) = q1 = f(@s, (b)), it follows, just as desired, that @, (b) = @y, (). ]

We now prove Proposition 5.2.4. Let us fix go € S» and an open neighborhood V
of it that is diffeomorphic to a disk. We say that two points of f~!(V) are in the same
connected component if there exists a curve in f~!(V) that connects them, and we

write
vy =Uv;,
J

where the V; are the connected components. Each V; is open: in fact, if p € V; and
W c (V) is a neighborhood of p diffeomorphic to a disk, then W c V.
Let us now verify that f|v‘:Vj — V is bijective. Take p € V; and let g = f(p).
J

Given r € V, let a: [a, b] — V be a curve with a(a) = g and /(b) = r, and let @ be
the lifting of @ that starts from p. By definition, &@(b) is in the same component V;
as p and f(@(b)) = r. Therefore f ‘V,« is surjective. Regarding injectivity, assume
that 77, p e V; have the same image ¢, and @o: [a, b] - V; is a curve from p'to p; and
ao = f o@. This curve g is then closed. Since V is diffeomorphic to a disk, there
exists a continuous deformation (ay), <s<1 Of @o with fixed endpoints such that the
trace of each a; is in V and a is the constant curve equal to g. Denoting by & the
lifting of a that starts from p, Lemma 5.2.5 guarantees that the curves @, all have
the same endpoints p and p. But @, is constant, and therefore p = @;(a) = @1(b) = p.
Thus f|v, is injective.

In conclusion: each component V; is diffeomorphically sent into V, and therefore
V is an evenly covered neighborhood of gg. This shows that f is a covering and
concludes the proof of Proposition 5.2.4.
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In this proof we used that, for every open subset U diffeomorphic to a disk, every
closed curve in U is homotopic (with fixed endpoints) to a constant curve by a
homotopy that only takes values in U. A set U with such a property is called simply
connected. Examples of simply connected surfaces are the plane and the sphere (recall
that S> minus one point is diffeomorphic to the plane via stereographic projection).
If S, is simply connected and f:S; — S, a covering then f~!(S,) has only one
connected component, which is all of §; — and, by the proof of Proposition 5.2.4, f
is injective, hence a diffeomorphism. This proves our next result.

Proposition 5.2.6 Every covering of a simply connected surface is a diffeomorphism.

We now have gathered all necessary tools about coverings and it is good to start at
once to make interesting use of it.

Theorem 5.2.7 (Hadamard)

Let S € R be a compact surface with positive curvature at all points. Then S is
diffeomorphic to the sphere.

In fact, such a surface is orientable (e.g. Example 61-b in Section 3.2), and the
hypothesis implies that the normal mapping N:S — S? is a local diffeomorphism,
hence (by Proposition 5.2.2 and the compactness of S) a covering, hence (by
Proposition 5.2.6 and S? being simply connected) a diffeomorphism.

In Section 5.4 we will discuss in more depth the compact surfaces of positive
curvature in R 3 (called ovals) and show that ovals are convex (in the sense that they
bound convex regions of R ?).

Exercises
126. Show that in Lemma 5.2.5 the function defined by H (s, ) = @, (r) is continuous.

127. Let S; and S, be two connected surfaces and f: S| — S a covering. Further, let
3(f) be the set of diffeomorphisms g: 1 — S} such that f o g = g. Show that:

(a) I(f) is a group with respect to composition of functions;

(b) if S; is simply connected, then for every pair of points pg, p; in S such that

f(po) = f(p1), there exists a unique g € I(f) such that g(po) = p1;
(c) if S; is not simply connected, then the property in (b) may fail.

5.3 Complete Surfaces of Non-Positive Curvature

In this section, S is a complete surface of non-positive curvature. For every p € S, the
exponential mapping exp,, is then defined on the entire tangent space 7, S. We shall
show the assumption that the curvature of § is non-positive implies that exp,, is a
covering.
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Fixing p € S and an orthonormal basis (v, v, ) of T, S, we note that the coefficients
of the geodesic polar coordinates ¥(p, ¢) centered at p have a well-defined meaning
for all (p, @) with p > 0, even if globally ¥(p, ¢) is not a parameterization. For
example,

G(p. ) =D (expp),,,, (oW,)I, (5:4)

where v, = cos pvy + sin pva, W, = —sin vy + cos ¢v,. Furthermore, the equalities
E =1, F =0 are valid for all (p, ¢) without having to change anything in the proof
of Lemma 4.6.3.

¥ is a true parameterization in the neighborhood of any point (p, ¢) such that
G(p, ) # 0, and hence formula (4.38) is valid. That is,

(VG),, +KVG =0 (5.5)

whenever G # 0. We know that with ¢ fixed the function p — \/G(p,¢) extends
continuously to p = 0, and such an extension is twice differentiable at 0 (see
Lemma 4.6.9) — with \/5(0, ¢) =0and (\/5)/)(0, @) = 1. Assuming that K <0

on S, we obtain from (5.5) that (\/E)pp > 0; thus

(VG) (p.¢) 2 (VG) (0,¢) = 1

(5.6)
= VG(p.9)2VG(0,9) +p =p.

Both these inequalities hold, as does (5.5), up to the first pg > 0 where G (po, ¢) = 0.
But (5.6) ensures that such a pg does not exist, and therefore the inequalities hold
for all p > 0. Since G (p, ¢) is nonzero for all p > 0, it follows that exp,, is a local
diffeomorphism. This proves one part of the following theorem:

Theorem 5.3.1 Let S be a complete surface of non-positive curvature at all points.
Then, for every p €S, the local diffeomorphism exp,,:T),S — S is a covering.

In view of Proposition 5.2.4, to complete the proof of Theorem 5.3.1, it is only
left to show that exp,, lifts curves. The next result says that exp,, increases the length
of curves:

Lemma 5.3.2 If B:[a, b] = T,,S is a differentiable curve then [(B) < I(exp,, of3).

Proof Ttsuffices to show that forevery r € T, S, and vector v, we have D (exp,, ), (V)| 2
|v], since then

()= [T Wldr< [ ID(exp,) g0 (B )] di = exp, o).

Since D(exp,, ), is the identity, we can assume that » = pv,, with p > 0. The vectors
vy, and w,, form an orthonormal basis of 7),S, and the vectors D(exp,, ), (v,) and
D(exp,,), (W) are also orthogonal (F = 0). Moreover,
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ID(exp, ), (Vo)| = 1 =[Vyl,

G
ID(exp,,), (Wy)| = \i)_ >1=|wy| [by(5.4)and(5.6)]

— and therefore

D(exp,,), (AV, + uwy)* = 2D (exp,,), (V) [* + 17D (exp,, ), (Wp)

> A%+ p? = |Av, + pw,|[t.o

Returning to the proof of Theorem 5.3.1, consider a differentiable curve @: [a, b] —
S, and let r be a point of 7}, such that exp,,(r) = @(a). Taking a neighborhood of r
that is diffeomorphically sent onto the image, we see that there exists ¢ € Ja, b] such
that the lifting @ of « starting at  is defined on [a, c] (in the proof of Proposition 5.2.3
we saw that for a local diffeomorphism §; — S the lifting in S; of a curve in S, for a
given fixed initial point is unique, whenever it exists). Let 7 be the supremum of the
set

I={re[a,b]:@isdefined on [a,r]} :

@ is therefore defined on [a,7]. If a < s <t <7 then, using Lemma 5.3.2,
[@(r) -a(s) < 1@, p) <i(efg, )

— and therefore
lim |@(r) -a@(s)| =0,

S, =t~

which implies the existence of lim @(¢). We thus conclude that 7 € 1, and it follows
t—>t~

that 7 = b, otherwise the fact that exp p» is a local diffeomorphism would allow @
to be extended beyond 7. Hence exp,, lifts curves, which concludes the proof of
Theorem 5.3.1.

Combining Theorem 5.3.1 with Proposition 5.2.6 we obtain the following corollary.

Theorem 5.3.3 (Hadamard)

If S is a complete, simply connected surface of curvature K < 0, then, for every
p €S, the local diffeomorphism exp ,: T, S — S is a diffeomorphism.

We saw in Chapter 4 how to construct local isometries between two surfaces of
equal constant curvature K (Theorem 4.6.10): given p € S1, g € S», and a linear
isometry L: 7,81 — Ty S», the mapping exp, o Lo expl‘,1 is defined in a neighborhood
of p and is an isometry onto the image. Let us now assume that K < 0, that both S
and S are complete, and that S; is simply connected. Then f = exp, o Lo epr;' is
defined on the entire surface S; (by Theorem 5.3.3), is a local isometry, and is still
a covering (by Theorem 5.3.1). In case S is also simply connected, f is a (global)
isometry between S and S;. To summarize, we proved the following theorem:

Theorem 5.3.4 Let S| be a complete, simply connected surface of constant curvature
K <0, and let Sy be another complete surface with the same curvature K. Then:
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i. there exists a covering f:S1 — Sa which is a local isometry;
ii. if Sy is simply connected, the covering f is an isometry.

For every K < 0, there is therefore, up to isometry, only one complete surface,
simply connected, of constant curvature K, and all other complete surfaces of
equal curvature are images of this one under some isometric covering. The cylinder
x% +y% = 1, for example, is (as we already knew) the image of the plane under an
isometric covering: the function that wraps the plane around the cylinder.

We now face a problem: we do not yet know any complete surface on R 3, simply
connected or not, with negative constant curvature. Indeed, a famous theorem by
Hilbert (of which a proof is found in [6]) states that such a surface does not exist.
Do we have to conclude that Theorem 5.3.4 is void when K < 0? The solution is to
consider, as we will do in Section 5.6, abstract surfaces whose metric structure is not
induced by any ambient space.

Theorem 5.3.4 also holds for K > 0, with a slightly different proof; but in this case,
for surfaces in R 3, Theorem 5.3.4 is a triviality, since S1 and S, have to be compact
(see Exercise 129), and therefore are spheres of equal radius (Section 5.4). Again we
have to consider abstract surfaces for the result to be interesting.

Exercises

128. Let S be a complete surface, of non-positive curvature, and p a point of S.
(a) Show that the equations of geodesics in geodesic polar coordinates are

p—%GpsD2=0, ¢+%p¢+%¢2=0-

(b) Let y(s) be a geodesic of S that does not pass through p, and denote by
¥:R — T, S alifting of y. Show that the function p(s) = |¥(s)|is convex (i.e., p > 0)
and has at most one local minimum.

(c) Assume now that S is simply connected. Show that the trace of any geodesic
of S is a closed set on S and that, given a geodesic y(s) that does not pass through p,
there exists a single point of vy at the minimal distance from p.

(d) Compare the result of (c) with the case of the sphere. Give an example of a
complete surface of non-positive curvature where not all geodesics are closed sets.

129. Let S be a complete surface of constant curvature K > 0. Using polar geodesic
coordinates, show that any minimizing geodesic of S has length < . Conclude

VK

that S is compact.

5.4 Ovals (First Part): The Rigidity of the Sphere

The oval surfaces (or simply ovals) are the compact surfaces in R * with positive
curvature at all points. Such surfaces are, as we saw in Section 5.2 (Theorem 5.2.7),
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diffeomorphic to the sphere, the field of normal vectors N: S — S? being a diffeomor-
phism.

A surface S is strictly convex if, for every p € S, the intersection of S with the
tangent plane {p} + T,,S with S reduces to the point p; equivalently, if S\ {p} is
entirely in one of the two half-spaces into which {p} + T}, S divides R 3,

Proposition 5.4.1 Every oval S is strictly convex.

Proof Fixing p € S, we must check that the mapping S — R given by %,(g) =
(N(p),q-p) has constant sign, vanishing only at p. Otherwise &, reaches a minimum
and a maximum at points go, g1 € S\ {p}. Each of the tangent spaces 7,,S (i =0, 1)
is then orthogonal to N(p), which implies that two of the vectors N(p), N(go) and
N(q) are equal — in contradiction to N being a diffeomorphism.

Now suppose that pg € S satisfies (N(po),q — po) >0 forall g € S\ {po}. Let
us verify that one also has (N(p),q — p) > 0 for all distinct points p, g € S. Since
hp, has constant sign, we can assume g # po and consider a curve a:[a,b] - S
such that @(a) = po, a(b) = p, and «(t) # g for all ¢ € [a,b]. The function
t — (N(a(t)),q — a(t)) never vanishes, and therefore takes the same sign for t = a
and 7 = b, which proves that (N(p),q - p) > 0. ]

From now on we fix an orientation N of S such that (N(p),q — p) > 0 for all
p # q € S. With this orientation the principal curvatures (and the mean curvature) at
each point are positive.

Our goal now is to show that the region Q of R * bounded by S is convex in the
usual sense: the line segment joining each pair of points in Q is also contained in €.
Let us consider the sets

C={qeR*(N(p).q-p)>0Vpes},
D={geR*3peSsuchthat(N(p),q - p)<0}.

Proposition 5.4.2 The sets C and D are connected open, C is convex and bounded, S
is the boundary of both sets C and D, and R*~ S = C uD.

Proof Each of the sets D, = {qg € R*:(N(p),q - p) <0}, for p € S, is open, and D
is the union of them all. Therefore D is open, and it is easily seen to be connected.
The set C is the intersection of the convex sets C,, = {q € R3:(N(p),q - p) > 0}
(p €8), and is therefore convex; and any convex set is connected.
Given ¢ € C, let us consider 6 = melg (N(p),q—p)>0.If |r — g| < 6 then we have,
p

for every p € S,
(N(p),r=p)=(N(p),q-p)-(N(p),qg-r)26-|qg-r[>0,

so that r € C — which proves that C is open.

We shall show that S € dC n dD. Let us fix pg € S and a unit vector v such
that (N(po),v) > 0, and let p; = po + tv. When ¢ < 0, we have (N (po), p: — po) =
t{N(po), v) < 0 and therefore p, € D. This shows that py € D, and we thus conclude
that S ¢ 0D.
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Now let U ¢ S be an open neighborhood of pg such that (N(p), v) > 0 whenever
p €U, and letus put € = n}ginU (N(p), po — p)- It follows immediately that if p € U
PESN

and ¢ > 0 then (N(p), p; — p) > 0. On the other hand, if p € S\ U and 0 < t < & then

(N(P),pi = p) = {N(p),po—p) + {N(p),v) 2 & —t|N(p)[[v]> 0

— which shows that p; € C for t € ]0, £[. Thus pg € dC, and therefore S ¢ 4C.
We now show that R > \ (CuD) ¢ S. Indeed, if ¢ € R ® \ (CuD) then there exists
some pg € S such that (N(po),q — po) = 0. If ¢ # po then we can consider a curve

a:]-n,n[ = S such that (0) = pg and @'(0) = DNI;OI(q - po), where

N0 a(t).q - a ()] = (PN (@' (0))oa = po) =l - pof 0.
This implies that (N o a(t),q — a(t)) < 0 for ¢ < 0 near 0, and therefore ¢ € D, in
contradiction to our hypothesis. We thus conclude that p = pg € Sand R 3\ (CuD) ¢ §
— which, together with what we have shown above, also proves dC = D = S.
Finally, let us take A > 0 such that S € D, = {g € R %:|g| < A}. The complement
of D,, being connected and disjoint to S, is contained in either of the sets C or D; but
as D is not bounded, D n (R >\ D) is non-empty and therefore R *> \ D ; ¢ D. Thus
C € D, and C is bounded. |

The next result is used immediately afterwards in the proof of the rigidity of the
sphere, and in the proof of a Blaschke formula in the next section (Theorem 5.5.3).

Theorem 5.4.3 (Minkowski integral formulas)

Let S be an oval and po € R 3. Then, denoting by A the area of S, we have

A== [[Hp)p - po.N(p))do 5.7)

[ H(pydo =~ [ K(p)(p = po.N(p)) do (5.8)

Both formulas (5.7) and (5.8) are valid for every compact surface S ¢ R 3, and
indeed we prove (5.7) [but not (5.8)] in this generality. We will make use of the results
of Section 4.4, in particular of Theorem 4.4.5 (first variation of area).

Let us consider the vector field on S given by v(p) = p — po, and let S; be the
variation of S induced by v. Since S; is the image of S under the homothety with
center po and ratio 1 + ¢, its area is A() = (1 +1)>A, which implies A’(0) = 2A.
Comparing with Theorem 4.4.5, we obtain

zA:_fs<v(p),2H(p)N(p))da:—ZfSH(p)<p—po,N(p)>dm

which proves (5.7).
The proof of (5.8) follows the steps of the previous one. We denote by
M = [¢H(p)do the total mean curvature of S, and we denote by M(r) the
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analogous quantity for S;. Note that the parameterization ®(u, v) of S is transformed,
when composed with the homothety just mentioned, into the parameterization
(1+1)®@(u,v) —tpg of Sy; the coeflicients of the first fundamental form are multiplied

by (1+ t)2 and the coefficients of the second by 1 + ¢. Hence the area element is

multiplied by (1 + t)2 and, by formula (3.8) in Section 3.2, H is divided by 1 +¢.
We hence have M(t) = (1 +¢)M and therefore M’(0) = M; (5.8) is an immediate
consequence of the lemma below:

Lemma 5.4.4 Let S be an oval and let S; be the variation of S induced by a vector
field v. Then, if M (t) denotes the total mean curvature of S;, we have

M'(©0) == [ K(p)(¥(p).N(p)) do
Proof Given a parameterization (U, @) of S, compatible with the orientation, let
@ (u,v) = ®(u,v) +tv(u,v);

(U, ®") is a parameterization of S, for sufficiently small |¢|. Let us denote by N* (u, v)
the field of normal vectors in @ (U). By formula (4.18) of Section 4.4 we have

1
H’|cb§,xq>’v|:—5(q>;xN5+N;x<I>’V,N’). (5.9)
We now look at the derivative of the second term in (5.9). We have

d
- (@ x N' + N' x @, ,N’)LZO

d d
=(®, x N, + N, x (I)v’dl‘NtL_O) + (dl {®!, x Nl + NI, x d)’v}|t_0,N>

ov ov d d
:<6u x Ny + N, x ay,N) + (@u x (ENLL:O) + (E N,'4|t20) x <I>V,N> (5.10)

(because %N’L:O is orthogonal to N, and ¢,, x N,, + N, x ®,, is collinear with N).

If we consider the field of tangent vectors w = %N ! ‘1:0 and use Proposition 4.4.1,
the right-hand side of (5.10) becomes

@L,xa—w+a—wxd>v,N = (Divw) |®, x @,|. (5.11)
v Ou

Regarding the left-hand side in (5.9), we note that N: S — S? induces in S? the orien-
tation for which the mean curvature is negative, equal to —1. Using Proposition 4.4.1
we obtain

o, N, + N, x ﬂ,N =N, x Ny| {Div*(v") + 2(v,N)}
ou v

(5.12)
=Div*(v")|N, x Ny| + 2K(v,N)|®, x D, |,
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where Div*(v") indicates the divergence of v' as the tangent vector field to S?
— which is fine since N is a diffeomorphism and the tangent spaces 7,5 and
T ,,)S2 are parallel. Now the total mean curvature of @' (U) ¢ S; is Mg(t) =
[y H'|®, x ®!| dudv, so that

d
M&)(O):fUE{HtM)’ux(DH}L:OdudV. (5.13)

Combining formulas (5.9)-(5.13) and using Corollary 4.4.3, we finally obtain

1 1
M’(O):—EfSDivwdo-—EfszDiV*(vT)da-—sz(v,N)da
:—/SK(V,N)do-. o

Theorem 5.4.5 (Rigidity of the Sphere)

Let S € R > be a compact surface with constant curvature K. Then S is a sphere.

Proof Being compact, S has some point of positive curvature (see Exercise 57 in
Section 3.1), and therefore K > 0. § is then an oval, and we can fix the orientation
N:S — S? such that (N(p),q - p) > 0 for every pair of points p # g on S. With this
orientation we have H(p) > 0 at every point p € S.

Let us put k = v/K. By the inequality between the arithmetic and geometric means,
we have kH(p) — K > 0, and the equality holds at p if and only if p is an umbilical
point. Let pg € R® (whose existence is guaranteed by Proposition 5.4.2) be such that
(N(p),po—p)>0forall p €S, and let us put

Aozfs(kH-K)da:kM-sz,
Ai= [ (kH=K)(N.po - p)dor

= k[SH(N,Po—P)dO'— fSK(N,PO_P>d0'
=kA-M (by Minkowski’s formulas).

We thus have Ag = —kA1, but their definitions ensure that Ag and A; are both non-
negative. Hence, we have Ag = A = 0, and therefore the integrand function kH — K
is constantly zero. All points of S are therefore umbilical and, by Proposition 3.1.5,
S is a sphere. O

In particular, all surfaces in R 3 that are isometric to the sphere are themselves
spheres, and hence the theorem speaks of the rigidity of the sphere. The theorem has
the following generalization (see [13]): if f: S| — S» is an isometry between two oval
surfaces then f is the restriction of an isometry of R > (which, as is known, is the
composite of a linear isometry with a translation).

We now give another result of the same kind as Theorem 5.4.5.
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Theorem 5.4.6 Let S € R 3 be an oval surface of constant mean curvature H. Then
S is a sphere.

We choose the orientation N and the point pg as above, and notice that H> — K > 0,
with equality only at the umbilical points. Then

fS(HZ—K)(N,pO—p)dO':H/;H(N,po—p)d(f—/SK(N,PO—P)dO'

:HA—[HdO':O
S

— and from this, since the integrand function is non-negative, it follows that H 2_K =0,
and therefore S is a sphere.

Let us point out that Theorem 5.4.6 remains valid without the assumption that S
has positive curvature: any compact surface S € R 3 with constant mean curvature is
a sphere. An accessible proof of this result appears in Osserman’s paper [20].

Exercise

130. Show that the open subset C bounded by the oval surface S (Proposition 5.4.2) is
givenby {(1 -t)p+tq:p,qeS,0<t<1}.

5.5 Ovals: Areas and Volumes; Surfaces of Constant Width

In this section we prove a number of formulas involving the area, the total mean
curvature, and the volume bounded by an oval surface. Some of these formulas
concern convex bodies in R > — which include not only solids bounded by oval
surfaces but also by convex polyhedra. As we noted in Section 1.1, the length of a
regular curve y can be computed by considering polygonal lines inscribed in y with
increasing numbers of segments. The generalization to surfaces is not so obvious:
there are approximations of the cylindrical surface C = {x*> +y?> = 1,0<z < 1} by
polyhedra whose vertices are all in C but whose areas do not converge to that of C
(see Exercise 131).

The solution, for a compact convex surface S, is to approximate S by convex
polyhedra: if P} and P, are convex polyhedra such that P, < S < P,, where the sign
< means “is in”, then we have the expected inequality of areas

A(Py) < A(S) < A(Py). (5.14)

Knowing that we can find P; and P, such that P; < S < P, and with A(P,) — A(P;)
as small as we want, it follows from (5.14) that

A(S) = sup A(Py) = inf A(P). (5.15)
P<S S<P,
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Formula (5.15) suggests that for certain formulas involving areas of convex surfaces,
it is sufficient to prove them for polyhedra; moreover, it provides a definition of area
that does not depend on whether the surface in question is regular or not.

The interested reader can find the details of this construction in several books on
convexity (e.g., [9]). For now, we will make use of (5.15) to prove a Cauchy formula.
Let S be a compact convex surface. Given p € 82, let us denote by Ag(p) the area of
the orthogonal projection of S onto 7), S2.

Theorem 5.5.1 (Cauchy)
The area of S is given by

1
A=— As(p)do. (5.16)
T JSs?

Proof Let F be a polygon included in a plane I1, and let v be a unit vector orthogonal
to I1. Let 6 € [0,7] be the angle between v and Op (p € S?) ; the area of the
orthogonal projection of F onto T,S” is Ar(p) = A(F)|cos8|. Using spherical
coordinates (¢, 0) relative to an orthonormal frame in which the third vector is v, we
then have

2 T
Ap(p)dO':f (f A(F)|cos€|sin9d9)d<,o
S2 0 0
T
:27rA(F)/0 |cos 8] sin 6 d6 = 27 A(F).

Thus |
A(F) = Efsz Ar(p)do. (5.17)

Now let P be a convex polyhedron and Fi, .. ., Fi its faces. Except for the points on
the boundary (which are negligible), each point of the orthogonal projection of P
in the plane 7, S? is the image of exactly two points of P, belonging to two distinct
faces. We then have

1 k
Ap(p) =5 2, Ar(p);
i=1
and, using (5.17), we obtain
k 1 1 k
APy -3 a) -1 [L(3 2 anir)ao
i=1 i=1 (5.18)
1
= — A do.
nfsz p(p)do

Noting that if P; < § < P, then Ap, (p) < As(p) < Ap,(p) for every p € $%, it
follows from (5.18) that

AP <+ [ As(p)do < A(Py).
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which, together with (5.15), proves the theorem. i

As in the case of curves (see Section 1.6), we say that an oval surface S has
constant curvature L if, for every pair of parallel planes tangent to S at two distinct
points, the distance between them is equal to £.

Corollary 5.5.2 If S has constant curvature & and area A then
A<n @,
with equality if and only if S is a sphere.

Sketch of the proof. The orthogonal projection of S onto the plane T}, S?, which we
denote by S(p), is bounded by a curve of constant width £, having (by Theorem 1.6.3)
perimeter 78. By the isoperimetric inequality (Theorem 1.8.2), the area of S(p)
satisfies the inequality

2
As(p) < - (5.19)

— with equality only in the case where S(p) is a disk with radius £/2. Combining
(5.19) and (5.16), we obtain

2
Aglfﬂdaznﬁz,
2 4

T

with equality if and only if every orthogonal projection S(p) of S is a disk with radius
£/2 — and this last condition implies that S is a sphere (see Exercise 132). O

Let us further consider an oval surface S, and on it the field of normal vectors N
pointing into S. The variation of S induced by —N is, as we have already defined,
the family S, = {p —tN(p): p € S}. But in this case, the surfaces S, are parallel to
S, either surrounding it (for ¢ > 0) or being surrounded by it (for < 0) at a fixed
distance equal to [t|. Furthermore S; is a surface for all 7 > 0 (Exercise 135), though
not for all # < 0.

Given a parameterization ®(u, v) of S, let us put

@ (u,v) = ®(u,v) - tN(u,v).
Now we have

O x D =D, x D, —1t{®, x Ny, + Ny x D} +1>{N, x N,,}

(5.20)
= (1+2tH +?K){®, x®,} [per (4.18), Section 4.4].

For ¢ > 0 (and for negative 7 near 0), the expression 1 + 2tH + t>K is positive. As a
consequence, and taking absolute values on both sides of (5.20), we conclude that
the area of S; is given by

Ar) = fs(l £ 2tH + 2K) do = A+ 2M1 + 4xi?, (5.21)
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where A and M are the area and the total mean curvature of S (where we recall
that as S is diffeomorphic to the sphere its total curvature |, s K do is 4x). Formula
(5.21) thus expresses the remarkable fact that the area of a surface parallel to S is a
polynomial function of its distance to S.

We can apply (5.21) to deduce an analogous formula involving volumes. Let us
denote by V (¢) the volume of the region bounded by S;, where V = V(0). Assuming
that ¢ > 0, the difference V(z) — V is the volume of the region between S and S,.
This region is the union of the images of the functions ¥ (u, v, s) = ®*(u,v), with
(u,v,s) €U x [0,¢], where (U, @) is a parameterization of S. Now

o oY oV ) )
o, ) - 0 @t o 0.

det 9| = = =
|det /%] Hc’)u v ds

and therefore the volume of the image of W is

V(‘P):fot(/fu|detj‘1’|dudv)ds
:v/Ot([fUM)fGCDf/\dudv)ds:fOtA(d)s)ds,

where A(®*) denotes the area of ®°(U). Using (5.22) and (5.21), we finally obtain

(5.22)

t 4
V(t):V+f0 A(s)ds:V+At+Mt2+§t3, (5.23)

and here it is, the promised formula, which is also valid for negative ¢ near 0. There
is a formula analogous to (5.23) for the area of planar regions bounded by parallel
curves as well, which we will give in Exercise 133.

To conclude the section, we again assume that S has constant width . As in the
case of curves, the antipode A(p) of p € S is given by

A(p) =p+2LN(p),

and A: S — S is an involutive diffeomorphism (i.e., A o A = id). Since S is inside the
sphere with center A(p) and radius £, and is tangent to the sphere at the point p, the
principal curvatures at p are both bounded by 1/2 (see Exercise 57 in Section 3.1).
If ®(u,v) is a parameterization of S then, since A is a diffeomorphism, ®=Aodis
another parameterization. But from the expression of .4, we see that with the above
notation @ = <I)‘9', and from this, using (5.20), we take

D, x D, = (1-2HL + KL){D, x D, } (5.24)

— aformula that ensures that the expression 1 — 2HE + K 82 never vanishes. In terms
of the principal curvatures ki, k», we have

1-2HQ+ KL% = (ki€ -1)(k2€-1) >0,
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since both factors are non-negative. It then follows from (5.24) that for every
continuous function f:S - R we have

fsfda:[S(foA)(1—2H2+K532)do—. (5.25)

The formula (5.25) has interesting consequences. For example, taking f = 1, and
using the fact that the total curvature of S is 4, we obtain

A=A-2MQ +478> = M =278

— that is, the total mean curvature of a surface of constant width & is M = 21 L.
For another application of (5.25), we will prove a Blaschke formula that relates
the area A of a surface of constant width to the volume V of the region bounded by it.

Theorem 5.5.3 (Blaschke)
If S has constant width & then V = % AR - %n23.

Proof Let pg be a point of the region Q bounded by S. The volume of Q is given by

1
V=3 [N po-pdo(p)
(this formula corresponds to regarding €2 as a union of “infinitesimal cones” of vertex

po and base in S, and is a particular case of the divergence theorem in R > — see e.g.
[16], p. 493). By (5.25), denoting by p the antipode of p, we also have

V- % [N, po- )1 - 2H2 + KE) do(p).

Since N(p) =-N(p) and p'= p + £N(p), we obtain from this, using Minkowski’s
formulas (Theorem 5.4.3) and the fact that M = 272,

V=3 [N po-p)+ £)(1-2HE + KE) do(p)

- yvilaes? . ! _ 2
=-V+ AB+3([SH(p0 p,N)dO')B 3([SK(p0 p,N)dO')Q

3
1 2 1 2
=-V+-A8+ZAL- - ML*=-V+A8- -,
3 3 3 3
which concludes the proof of the theorem. o

Theorem 5.5.3 shows that among surfaces with a certain constant width £ those
with the largest (or smallest) area are also those that enclose the largest (or smallest)
volume. From Corollary 5.5.2 it then follows that the maximal volume is that of the
sphere. The problem of finding the surface of a given constant width with minimal
area (or minimal volume) is still open (see [7]).

Exercises
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131. The segment C of the cylinder x> + y> = 1 bounded by the planes z = 0 and z = 1
has area 27. Given k > 1 and n > 3, consider the k + 1 circles in C given by

1 2 k-1

-0, -, 2, 2
SR k

, 1.
Divide each of these circles into n equal arcs, so that the ends of the arcs in each circle
are vertically at the midpoints of the arcs of the preceding circle. The ends of these
arcs define regular polygons of n sides inscribed in each of the circles. Joining each
vertex to the two vertices closest to the neighboring polygons, we obtain a polyhedron
P(k,n) whose faces are triangles, all of which are congruent.

(a) Show that the area of P(k,n) is

A(k,n) =2n sin(z) \/1 +4k2 sin* (1)
n 2n

(b) Compute lim A(n",n) for r = 1,2,3. What conclusion can you draw?
n—+oo

Figure 5.5

132. Let S be an oval surface and r > 0 such that the orthogonal projection of S onto
each plane P ¢ R 3 is a disk with radius 7. Show that:

(a) for every plane P, the surface S is inscribed in a straight circular cylinder C of
height 2r whose base has radius r and is parallel to P;

(b) if y is the equator of C then y € S and the normals to C and to S along y
coincide;

(c) each normal section of § is a circle with radius r, and therefore S is a sphere.
133. Let a be a convex, regular, closed planar curve. Denote by a; the curve parallel
to « at distance ¢ from «, and by U (¢) the area of the region bounded by ;. Show

that
(1) = W+ ()t + x> [where 2 = A(0)].

Hint: verify that I(a;) = [(«) + 27t and U () = U + fot I(ay)ds.



5.6 Abstract Surfaces. The Hyperbolic Plane 163

Note: since any convex curve can be approximated by a regular convex curve, the
obtained formula is valid for any convex curve.

134. Let S be an oval surface, and denote by I5(p) the perimeter of the orthogonal
projection of S onto 7}, S?. Show that the total mean curvature of S is given by

]
M:—fl dor.
2 Js2? S(p) 7

Hint: use Exercise 133 and Theorem 5.5.1 to obtain an expression for the area A(r)
of the surface S; parallel to S, and compare (5.21) with the formula obtained.

135. Let S be an oval surface and N be the normal field pointing into S. Show that,
for all ¢ > 0, the surface S; = {p —tN(p): p € S} is diffeomorphic to S.

5.6 Abstract Surfaces. The Hyperbolic Plane

All measures intrinsic to a surface depend, as we know, on the inner product defined
on the tangent space (i.e., the first fundamental form) — which, so far, has simply been
the usual scalar product restriction on R 3. But nothing prevents us from considering
other inner products, obtaining in this way surfaces whose metric structure is not
inherited from R 3. The next step is to dispense with the ambient space, defining
abstract surfaces that are not even diffeomorphic to surfaces of R 3.

Let U € R2 be an open and connected region, and let E,F,G:U — R be
C*°-functions such that

e E and G are strictly positive;
e EG - F?> 0 atall points of U.

For every point (u,v) € U we define an inner product (-, -)
follows:

y on TunU = R? as

(u,v

(1 31)5 (02, 92)) vy = X1X2 E(u,v) + (x1y2 + y1x02) F(,v) + y1y2 G (u, v).

If @: [a,b] — U is a regular curve then, in this inner product, the norm of @'(t) is
given by

Ve (@ (D) = \Ju (0 E(@(1) + 26 () (1) F(a (1)) + v/ (12 G (1)),

and the length of « is
b
@) = [ [l @) d.

The area of a region A c U is computed, as usual, by

/f VEG = F2 du dv.
U
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The inner product thus imposed on U determines therefore all intrinsic measures:
lengths of curves, angles between vectors, areas of regions. We say that U has been
equipped with a Riemannian metric. We can define, for such a metric, the notions of
Gaussian curvature, covariant derivative, geodesic — and, under the assumption that
U is oriented, that of geodesic curvature. To this end, we make use of the formulas in
Chapter 4 that express such notions using E, F, G, Christoffel’s symbols, and their
derivatives [such as (4.8), (4.9), (4.31)].

Examples 5.6.1 A. Let us take R > with the Riemannian metric given by
ds® = du® + {2 + cos(u +v)}? dv?

(which is a shorthand for E = 1, F =0, G (u,v) = {2 +cos(u + v) }?). Using formula
(4.38) in Section 4.6, we find that the Gaussian curvature of this metric is

cos(u +v)

K(u,v) = (2+cos(u+v)}

B. Let us consider, also in R 2, the metric

1

1+ (u? +v2)

ds* = 5 (du® + dv?).

This is a conformal metric, in the sense that angles are measured as usual in R 2,
since F = 0 and E = G. Another particularity is that with this metric R > has finite
area and is not a complete surface (the proof of this statement is Exercise 136). O

An abstract surface (of class C*) is a connected topological space S equipped
with an atlas A = ((Uq, Py )) . Such that:

e every U, is an open subset of R2, ®,(U,) is an open subset of S, and
S = U (Da(Ua);
ael

o O,:U, — S is a homeomorphism onto its image;
o if ©o(Ua) NDp(Up) =V # @ then D' o @y @, (V) » @' (V) is C.

To avoid pathologies (see the appendix to volume I of [25] for a catalogue of them)
we further impose certain conditions on the topology of the surface S, namely: any
two distinct points of S have disjoint open neighborhoods (S is Hausdorff) and there
exists a subset of S which is dense and countable (S is separable).

By Proposition 2.2.1, and since the mentioned topological requirements are
satisfied by any subset of R ", any regular connected surface of R 3 is an abstract
surface. What we have done was to require the coordinate changes on S to be
C*-diffeomorphisms, which allows us to define all sorts of notions using local
coordinates. Note that a surface does not determine an atlas uniquely: we can add to
or take away from a given atlas a few mappings, and as long as the remaining ones
still cover S and coordinate changes remain C°°, we obtain several different atlases;
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what matters is that they all define the same differentiable structure on S, and thus the
same abstract surface.

Given an abstract surface S, it is not easy, now that we have no ambient space, to
define a tangent space T}, S. Our approach, instead of defining it, is to explain how to
work with it in local coordinates. So if we have a curve that in local coordinates is
written a(¢) = ®(u(t), v(t)), we would still like it to be

a' () =u' ()@, +V' (1), (5.26)

— whatever the meaning of the vectors ®, and ®,. If we use other coordinates
¥(i, V), we should have

b, = ‘{‘~ —
ou ou
(I)v 87” lP"' o va s
v ov

and, replacing in (5.26), we obtain

o' (1) = (—u (1) + —~v (;))\PM N (‘9~

)+ —v (t))‘I‘~
=u (t)"P;;-F v (t)“P")'
— which shows that (5.26) is compatible with the change of coordinates. Hence for us
the tangent space to S at the point ®(u, v) is simply the space generated by the two
independent vectors ®@,, and @, . The transition matrix from the basis (¥, ¥5) to
(®,, ®,) is the Jacobian of ¥~! o ®
A Riemannian metric on an abstract surface S is given by an inner product (-, -) »
in the tangent space T}, S for every p € S. In local coordinates ®(u,v), the matrix

of this inner product with respect to the basis (®,, ®,) is [f, g], and we usually

require that E, F, G are C* functions; the coeflicients E.F, G of other coordinates
W(u,V) are obtained from these by the relation

EF _ [EF _
[Fg]:{u@ Low)) [F G]J(cb Low),

where {J(®~! o ¥)}T denotes the transpose of J (D! o ).

We can define, using the Riemannian metric ({, ) p)p <s- intrinsic notions such as
those of Gaussian curvature, covariant derivative, etc., using the formulas that express
such concepts via the coefficients E, F', G and the Christoffel symbols Flk] Of course,
we should now check that the definitions do not depend on the coordinates used
(which was previously unnecessary since such concepts had been defined without any
use of local coordinates), but we just assure the reader that such a check is possible;
for details, see [13].

Examples 5.6.2 A.Let us consider the equivalence relation on R ? given by
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(u,v) ~ (@,7v)

if and only if both differences u — & and v — v are integers, and let [u, v] denote
the equivalence class of the pair (u,v). Let R 2/ ~ be the set of equivalence classes
and II:R 2 » R 2/ ~ the quotient mapping, given by I1(u,v) = [u,v]. We define a
topology on R?/ ~ by U € R 2/ ~ being open if and only if IT~! (U) is an open subset
of R2. Thus R 2 | ~ is a surface, since a restriction of II to all squares of the form
Juo, uo + 1[x]vo, vo + 1[ constitutes an atlas of R 2/ ~.

A 4
A 4

- .
L

A 4
A 4

4
4
\ 4
\ 4
4
4

y
y
A4
\4
y
y

Figure 5.6

It is not difficult to verify that R/ ~ is diffeomorphic to the torus T2. The
mapping IT induces a Riemannian metric on R 2/ ~, for which I, II,, constitute an
orthonormal basis of Tj,, (R 2/ ~) (E =G = 1, F =0). This is the only metric such
that IT: R ? - R 2/ ~ is a local isometry, and therefore R 2/ ~ is a surface with zero
constant curvature, commonly called a flat torus. In fact I1 is an isometric covering.

We suggest as an exercise to show that the equivalence relation

(u,v) = (V) < IneZ:=u+nandv=(-1)"v
defines a surface of zero curvature diffeomorphic to the Mdbius strip.

B. Let us define a complete, simply connected surface of constant curvature equal
to —1. This surface, which we denote by D (hyperbolic plane), is by Theorem 5.3.3
diffeomorphic to the plane, and it suffices therefore to find a Riemannian metric
on R ? of curvature —1. But this is easy if we use polar coordinates and recall the
formulas given at the end of Section 4.6. Then the coefficients of the parameterization

®(p, ) = (pcos e, psing) become

E=1, F=0, G =sinh?p (5.27)
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— and we can take the coeflicients of this metric in Cartesian coordinates. However,
this is not the best model of D, because the metric defined this way is not conformal.
Let U be the open disk with radius A (0 < A < +o0) centered at the origin, and
f:[0,2[ = [0, +oo[ a differentiable, strictly monotone function such that f(0) = 0,
and consider the mapping W: U — R 2 which transforms the polar coordinate point
(p, ¢) into the coordinate point (f(p), ). We want to find f so that the Riemannian
metric induced by ¥ on U, from the metric defined by (5.27) on R ?, is conformal. If
p has coordinates (p, ¢) then, letting v, = (cos ¢, sin¢) and w, = (—sin ¢, cos ¢),

we have
DY¥,(v,) = f'(p)Vy, D¥,(W,) = f(pp)wsa (5.28)

— by which we obtain

(V¢,V¢p)p = [f’(p)]z’
(Vso’w‘p)p =0,

G(f(p)¢) _sinh*(f(p))
p? p?

(5.29)

(Www«p)p =

For the metric (5.29) to be conformal, necessarily

_sinh(f(p))
Jol

f'(p)

The general solution of this equation is f(p) = 2tgh™!(cp), where ¢ is a real constant,
and is defined for p € [0, |l—‘[ We take ¢ = 1, so that 2 = 1 and U is the unit disk.

In this case f/(p) = ﬁ, and therefore (5.29) defines in Cartesian coordinates the

metric
4

(du* + dv?). (5.30)

From now on, let D denote the disk u? + v? < 1 (or the disk |z| < 1 in the complex
plane C) equipped with the Riemannian metric (5.30). D is usually called Poincaré’s
disk. We next give some of its properties:

(1) D has constant curvature equal to —1. We verify this using formula (4.31) in
Section 4.5. To obtain a surface of constant curvature K < 0, we would take, on the
same disk, the metric

2 4
s= 2
K|(1 = (u? +v?2))

(du* + dv?).

(2) The diameters of D are geodesic. This can be seen by checking that its geodesic
curvature is zero, but we prefer to show that the diameters are minimizing curves.
Indeed, if a(z) = (u(t), v(r)) is acurve from a(0) = (0,0) to (1) = (u1,0) (u; > 0)
then
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e = f /—a(t)(a, )dt—fl 24/ '(t) +v/(

[u(r)? +V(f) ] (5.31)
U2’ (1)) u'(t) 1+u
2, 1—u(t)2dt2f0 1_u(t)2d“l°g(1—u1)’

and equality holds if and only if v(¢) =0 and u’(¢) >0 for all ¢ € [0, 1] — i.e., if and
only if the trace of « is the line segment [0, u; ] x {0}, which is therefore a minimizing
curve. The diameter ] — 1, 1[ x {0} is thus a geodesic of D. Since rotations around
the origin are isometries of D, all other diameters are also geodesics.

It follows from (5.31) that geodesics starting from the origin have infinite length,
and therefore (see Exercise 119) D is complete. Furthermore, the intrinsic distance

between 0 and z € D is
1
d(0,2) = log [ L1}
1-gf

(3) Let a, b € C be such that |a| > |b|, and consider the mapping

az+b

h =
a.b(2) bz+a

The reader may check that %, 5 sends D bijectively onto itself. More remarkable is
that A, p is an isometry of D. Indeed, for z € D and w € C, we have (abbreviating
hap to h)

In(z)(Dh(w)) = I(w) < Iy (R (2)w) = I-(w)

WP oo 4 p
(1-]a(z)P)? (1-z?)? (5.32)

B 2
=« W= et

Checking this last equality is a simple calculation.

Using Proposition 5.7.3 of the next section, we can show that all isometries of D
that preserve orientation are of this form (one obtains the rotations by letting b = 0),

. . az+b .
and those that reverse it are the conjugates of these (z = , with |a| > |b|)
Z+a

Now given zg € D,

7-20
1 -7Z0z

h(z) =

is an isometry that maps zo to 0, which allows us to deduce a formula for the distance
between z( and another point z; € D:
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s (20.21) = da (h(z0).h(z0)) = do (0. )

" 1-Z0z1 (533)
-1 (II—ZOZ1|+IZ1—10|)_ '
|1 = Zoz1] = |z1 = 20l
(4) Mappings of the type
az+b
fiind m,

where a, b, ¢, d are complex numbers such that ad — bc + 0, are called Mobius
transformations, and are bijections of C U {oo} (the Riemann sphere) onto itself. We
can assume that ad — bc = 1, since if we multiply each of the numbers a, b, ¢, d by
the same nonzero factor the transformation does not change.

Mobius transformations form a group I with respect to the composition of

functions; if to each matrix M = [Z Z] with ad — bc = 1 we attach

B az+b
cz+d’

Im(z)

we have f,m, = fu, © fu,. We hence obtain a group homomorphism SI1(2,C) — I
(where S1(2,C) is the multiplicative group of the complex 2 x 2 matrices with
determinant equal to 1).

We are now interested in the geometric properties of these transformations. Writing

az+b_g+ b_%d (ifc £0) aztb _a +é
cz+d ¢ c(z+9) ’ d da

we recognize that any Mdbius transformation is written as a composition of:

. translations 2 z+< ({eC)

. rotations el (6 €[0,27))

. homotheties 7 Az (A€ ]0,+00[)
. . 1

. inversions g

Transformations of the first three types have known properties: in particular, they
transform straight lines into straight lines and circles into circles. Regarding the
inversions, we have the following:

o ifrisaline passing through 0, its inverse is still a line. If r does not pass through
0, its inverse is a circle passing through 0;
o the inverse of a circle C is a straight line if O € C, otherwise it is also a circle.

In fact, the inverse of u + iv is the point & + iV given by
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I
<
I

71
If r is the line given by the equation au + Bv + y = 0 then, for u + iv € r, we have

aii - T y(@ +7) = LEBVEY
u’+v
— which shows that f(r) is a straight line if y = 0, and is a circle otherwise. The
second statement allows for an analogous verification.

We thus conclude that any Mobius transformation preserves the family of lines
and circles in the plane. Moreover, every f € M is a conformal mapping and therefore
keeps the orthogonality relation between two curves. Returning to the hyperbolic
plane D, the geodesics passing through a point zo # 0 are, in particular, images of the
geodesics passing through 0 (which are line segments and intersect S! orthogonally)
by elements of M which fix S'. Hence, every geodesic of D is either a diameter of S'
or an arc of some circumference that intersects S' orthogonally (see Fig. 5.7).

Figure 5.7

(5) If “lines” mean geodesics, Poincaré’s disc provides a model of the non-
Euclidean geometry of Lobachevski and Bolyai. In this geometry all the axioms of
Euclidean geometry are valid, except the axiom of parallels: in D, through a point
outside a “line” r, pass infinitely many “lines” that do not intersect r — and not only
one, as in the Euclidean case.

Exercises

136. Show that R 2, with the metric of example 5.6.1.B, has finite area and is not
complete.
In the remaining exercises in this section we work with the hyperbolic plane D.
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137. Consider two geodesics 1 (is) and y2(is) which, at time s = 0, start from zo € D
in directions that make an angle 8 with each other. Show that

5(0) = lim_{ds(y1(s).72(s)) - 25)

exists.
138. Check that for all zg, z; € D, the set {z € D: dp(z,z0) = dp(z,21)} is a geodesic.

139. (a) Show that the hyperbolic circle S(zo;7) = {z € D: dp(z,20) = r} is also a
Euclidean circle.

(b) Check that any equilateral triangle in D (geodesic triangle with all sides equal)
can be inscribed into a hyperbolic circle, but that this is no longer true for every
geodesic triangle.

140. (a) Check that g(z) = -5 + ﬁ sends D into the half-plane {z € C:3m(z) > 0}.

(b) Let H be the half-plane {z € C:3JIm(z) > 0} with the metric given by
E=G= I/Sm(z)2 and F = 0. Show that g is an isometry of D on H.

(c) Show that the geodesics of H are the vertical semicircles Re(z) = constant
and the half circumferences with center on the axis Im(z) = 0.

(d) Show that the isometries of H that preserve orientation are the functions

az+b

I —,
cz+d

where a, b, c, d are real numbers such that ad — bc = 1 (you can use Proposition
5.7.3 of the next section).

(e) Denote by J(D) and I(H) the groups of the isometries of D and H that
preserve orientation. Note that S(H) = g o J(D) o g~!, and therefore J(D) and
J(H ) are conjugate subgroups of the group M of Mobius transformations.

b
gzt p is a homomorphism of SI1(2,C) on

cz+
M, and that the kernel of this homomorphism is {7, —I}. Conclude that fjs = fy if
and only if M = +N.

141. Check that M = [‘C‘ Z] o fu(z) =

142. Two elements f, g € M are conjugate if there exists i € M such that f = hogoh™!.
(a) Given f € M, define 7(f) = |trace(M)|if f = fps for M € SI(2,C). Show that
if f,g +#id then f and g are conjugate if and only if 7(f) = 7(g).
(b) LetI' = I(D) or I' = J(H ). Show that if f, g € I' are conjugate by an element
of M, then they are conjugate by some element of I'.

143. Denote by I the group I(D) or I(H ), and let f € I'. Show that:

(a) if 7(f) > 2 then f is conjugate to z — Az in H, where A > O satisfies
T(f) =Va+

(b)if 7(f) =2 and f # id then A is conjugate to z — z + 1 in H;

(c)if T(f) < 2 then f is conjugate to z - ¢’z on D, where 2 cos (%) = 7(f).
Note: f # id is called hyperbolic, parabolic or elliptic according to whether a), b) or
¢) of Ex. 143 holds.
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144. Let f € I(D) \ id. Show that:
(a) in]g dp(f(z),z) > 0if and only if f is hyperbolic.
ZE

(b) there exists zo such that dp(f(z0),z0) = inﬂg dp(f(z),z) if and only if f is
ZE
elliptic or hyperbolic.

5.7 Complete Surfaces of Constant Curvature

In this section we will study the isometry groups of the complete and simply connected
surfaces of constant curvature, and show that the other complete surfaces of equal
curvature are obtained from these as quotients by a certain subgroup of the isometry
group. This approach allows us to describe all complete surfaces of non-negative
constant curvature.

We begin with a lemma that will be applied repeatedly:

Lemma 5.7.1 Let f,g:S1 — S be local isometries such that for a certain p € S| we
have f(p) =g(p) and D f, = Dgp. Then f = g.

Proof Given v €T,S), let us consider the geodesic y(¢) = exp,, (¢v). Then f oy and
g oy are parametrized geodesics with the same initial conditions, since f o y(0) =
g0y(0) = f(p) and (foy)'(0) = D f,(v) = Dgp(v) = (§27)"(0) — and therefore
foy(t) = goy(t) whenever y(t) is defined. We thus conclude that fo exp,, = goexp,,,
which implies that f and g coincide in a neighborhood of p. This shows that the set
U={qeSi:f(q) =g(q),Df; = Dgy} is non-empty and open. But its definition
ensures that U is also closed, and therefore, S| being connected, U = S. O

We denote by Sk the complete, simply connected surface of constant curvature K.
Sk is thus the sphere with radius ﬁ (if K > 0), the Euclidean plane (if K = 0), or
the hyperbolic plane of curvature K (if K < 0). We can then rewrite Theorem 5.3.4 as
follows:

Theorem 5.7.2 Let S be a complete surface of constant curvature K. Then there
exists an isometric covering f:Sk — S.

Proof The case K < 0 was treated in Theorem 5.3.4. Only the case K > 0 is left.
Given p € Sk, the mapping exp,, sends the disk B / \/E( p) diffeomorphically into
Sk~\{-p}. Thus, if g is a point of S and L: T}, Sy — T, S alinear isometry, the mapping
g:Sk~\{-p} — S defined by g = exp, oL o exp;,1 is a local isometry. Let us now
take p e Sk \{p,—p}, and let § = g(ﬁ’) L = Dgy and h:Sg~{-p} — S be the
mapping given by h = exp; o Lo exp[7 The mapping £ is also a local isometry, and
furthermore g(p) = h(p) and Dgy = Dhy. By Lemma 5.7.1, g and h coincide on
the intersection of their domains, and we can thus define a local isometry f:Sx — S
by f(r) = g(r) if r #+ —p, and f(r) = h(r) if r + —p. Since Sk is compact, by
Proposition 5.2.2 this local isometry is a covering. o
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The following result is a consequence of Lemma 5.7.1 and the proofs of Theo-
rems 5.3.4 and 5.7.2.

Proposition 5.7.3 Given p,q € S and a linear isometry L:T,Sx — T,Sk, there
exists one and only one isometry f:Sg — Sk such that f(p) =q and Df, = L.

Since the composite and inverse of isometries are still isometries, the set of
isometries of a given surface forms a group. By the above proposition, the group of
isometries of Sk, which we denote by Jg, is exceptionally large.

Let us now assume that f:Sx — § is an isometric covering. Given ¢q € S, let
po and p; be two of the preimages of ¢, and L; (i = 0,1) the linear isometry
D fp,: Ty, Sk — T,S. By Proposition 5.7.3, there exists an isometry g: Sx — Sg such
that g(po) = p1 and Dg,, = Ll‘1 oLy .Now fog:Sk — §isalocal isometry such
that

fog(po)=q=f(po)
D(fog)Po =Dfp oDgp,=Lio (LII o Ly) =D fp,

— it follows, by Lemma 5.7.1, that f o g = g.
It is easily checked that the set S (f) = {g € Ik: f og = f} is a subgroup of Jg;
we call it the covering group of f.

Proposition 5.7.4 For every q € S, the group 3k (f) acts transitively on f~'({q})
— that is, for every pair of points po, p1 € f~'({q}) there exists one and only one
g € Ik (f) such that g(po) = p1.

The action of Ik (f) on Sk is discontinuous. This means that every point p of Sk
has an open neighborhood V such that g(V) n'V is empty for all g € Ik (f)~{id}.

The first statement (apart from the uniqueness of g, which is easy) has already
been proved. Regarding the second, let us take an evenly covered neighborhood U
of f(p) and let V be the component of f~!(U) that contains p. If g € Sx (f)~{id}
and g € V then g # g(q), since the identity is the only element of Ik (/) with some
fixed point. Since f(q) = f(g(q)), necessarily g(q) ¢ V. Thus g(V) nV = @, which
proves the statement.

It deserves mention that what we call discontinuous action is called proper
discontinuous action by most authors, who reserve the former name for a weaker
condition, of which we will make no use. We further say that a subgroup I" of Jg is
discrete if its action on Sk is discontinuous (this terminology is also not the usual
one).

The covering group completely determines the surface in the following sense: if
we have two isometric coverings f;:Sx = S; (i = 1,2) such that Ix (f1) = Ik (/2)
then S; and S, are isometric. We can further ask which subgroups of Ik are covering
groups. The answer is simple:

Proposition 5.7.5 A subgroup T of 3k is a covering group if and only if it is discrete.



174 5 The Global Geometry of Surfaces

Proof It remains to prove that such a subgroup is a covering group. We note
that the action of I' on Sk induces an equivalence relation whose classes are
[p] ={g(p):g € T}.Let Sk /T be the set of equivalence classes and let IT: S — Sk /T’
be the quotient mapping. Given p € S, let (U,®) be a parameterization in a
neighborhood of p such that g(®(u)) N ®(U) = @ for all g € T ~ {id}, and let us
put ¥ = IT o ®: the set of mappings ¥ so defined constitutes an atlas of Sk /I, which
is therefore a surface; moreover, ¥(U) is an evenly covered neighborhood of [p],
which shows that II is a covering. With the Riemannian metric induced by IT on
Sk /T the mapping IT is an isometric covering whose covering group is obviously I'.
]

Consider, for example, the case of the sphere Sk given by the equation x> +y? +z2 =
% (K > 0). The isometries of Sk are the restrictions of the linear isometries of
R 3, and correspond to the orthogonal 3 x 3 matrices over R — the group of which
is denoted by O(3,R ). An example of a discrete subgroup of O(3,R ) is {-1,1},
where I is the identity matrix. The surface Sk /{-1I, I} is called the projective plane,
and is the surface obtained by identifying in Sk the pairs of diametrically opposed
points. The projective plane is non-orientable, and in fact contains a Mdbius strip
(see Fig. 5.8)

Figure 5.8

More generally, we have the following result (the proof of which is Exercise 145
of this section):

Proposition 5.7.6 Let T be a discrete subgroup of k. Then Sk [T is orientable if
and only if every isometry g € I" preserves the orientation of Sk.

‘We can now describe all complete surfaces of constant positive curvature.

Theorem 5.7.7 The only complete surfaces of constant curvature K > 0 are, up to
isometry, the sphere and the projective plane.
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Proof In view of Proposition 5.7.5, it suffices to show that the only discrete subgroups
of Ik ~ O(3,R ) are {I, -1} and the trivial group {I}. Let I be such a subgroup:
given A €I, the isometry A has some real eigenvalue A, which is necessarily 1 or —1.
If A =1, then A has some fixed point in Sk, which implies that A = 1. If 1 = —1 then
A? has the eigenvalue A% = 1 and therefore A = I. The eigenvalues of A are thus all
equal to 1 or —1; but none of them can be 1, and therefore A = —1. We thus have
C={l}or"'={l,-1}. ]

In example 5.6.2.A we described the torus as the quotient of R 2 by the group I' of
the translations 7'(v) associated with vectors v of integer coordinates. I is generated
by the two independent translations 7'(1,0) and 7(0, 1); as we will see below, this
is a typical situation. The square ]0, 1[ x ]0, 1[ is a fundamental region for T". In
general, we say that an open subset U of Sk is a fundamental region for the action of
a discrete subgroup I' of Jg if

e g(U)nh(U)=gforallg+hinT;
e Sk is the union of the closures of g(U) for g € I

The most interesting fundamental regions are polygons, where the sides are geodesic
segments. It is possible to reconstruct the surface Sk /T" if one knows how to identify
the sides of the polygon. In Fig. 5.9 we illustrate a fundamental region P for a certain
discrete subset I of Ix (K < 0): it is a regular polygon of eight sides whose sum
of interior angles equals 27; the pairs of sides to be identified are designated by the
same letter.

Figure 5.9

The surface Sk /T is, in this case, the double torus. We would obtain the n-torus,
n > 2, from a regular polygon P, of 4n sides and sum of angles equal to 27 (n = 1
is impossible because, by the Gauss-Bonnet theorem, the sum of the angles of any
four-sided polygon in the hyperbolic plane is < 2r). A theorem of Poincaré ensures
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that the elements of I" that identify the sides of P, generate I'. The interested reader
can find details in [10], [2] and [3].

To conclude this section and the book, we will determine all discrete subgroups of
the group 3o of the isometries of R 2 — which is equivalent, by Proposition 5.7.5, to
determining all complete surfaces of constant zero curvature.

Lemma 5.7.8 The isometries of R 2 without fixed points are translations and glide
reflections (reflection in an axis r followed by a translation in the direction of r).
Translations preserve orientation, while glide reflections reverse it.

Proof Every isometry of R 2 is of the form f(p) = L(p) + v, where L is a linear
isometry and v a vector. If / — L were an isomorphism then f would have some fixed
point, and so for f to have no fixed points, L must have eigenvalue 1. Let (eq,e;) be
an orthonormal basis of R 2 such that L(e;) = e;. Since L is an isometry, necessarily
L(ey) = +e,. If L(e;) = e, then L is the identity and f a translation. If L(ez) = —e;,
then L is the reflection in the straight line generated by e;. Letting v = ae; + Se;, we
recognize that f is the composite of the reflection in the line A — dej + g e, with the
translation associated with the vector ae; (in particular, f has no fixed points if and
only if « # 0).

Regarding the orientation, just note that it is preserved by f if and only if it is by
L. m|

Let I" # {id} be a discrete subgroup of Jy. Assume first that R ?/T" is orientable:
by Proposition 5.7.6, this means that all elements of I" preserve orientation — that
is, that they are all translations. To simplify notation, we identify the translation
associated with v with the vector v itself.

Since T is discrete, we can choose vy # 0 in I" such that |vq] is as small as possible.
Then any other v € I' that is collinear with vj is an integer multiple of v; (since, if
v = Avy, then, denoting by | 1] the integer part of A, {1 — | 1] is an element of T" with
norm less than that of vy, and is therefore zero). If " contains only such vectors, it is
therefore of the form

I'={nvi:neZ} (5.34)

— in which case R 2T is a cylinder.
If " contains elements that are non-collinear with vy, then let v, be one such vector
with minimal norm. Then

C={nvi+mvy :n,meZ}. (5.35)

Indeed, given v € T, it belongs to some parallelogram P = {avy + Bv2 : n; < @ <
ny +1,m; < B < my + 1}. Denoting by w the vertex of P closest to v and by d the
length of the longest diagonal of P, we have

d 1
lv—w|< 53 {Iv] + [va[} < [v2

— which implies, by the choice of v,, that v — w is collinear with vy, and therefore an
integer multiple of v;. We have therefore proved equality (5.35). If T is of this form,
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R 2/T is a torus — and a fundamental region for I' is the parallelogram of sides vy
and v,.

Then fog(p) =LjoLy(p)+w, where w =u+ Li(v). Now f o g preserves
orientation and, by Lemma 5.7.8, it must be a translation. Therefore L; o L, is the
identity, hence L, = Ll‘1 = L;. In conclusion:

there is a linear isometry L and a set Tr € R % such that {p + L(p) +v:v e g}
is the set of the elements of T that reverse orientation.

We further denote by I'r the set of vectors associated with the translations of I'.
I'r is a discrete subgroup and, from the discussion above, the only two possibilities
are that I’y is either one-dimensional (of the form {nv;:n € Z }) or two-dimensional
(of the form {nv| + mvy:n,m € Z }).

Lemma 5.7.9 Ifu,v e I'r and w € I'r, then:

(i) u+L(v)ely;
(i) -L(v)eTg;
(i) u-velyps
(iv) v+welg;
(v) L(w)eIr.

Proof The composite of f(p) = L(p) +u with g(p) = L(p) + v is given by
fog(p)=p+{u+L(v)}, which proves (i). Regarding (ii), we observe that the
inverse of p — L(p)+vis p — L(p)—L(v).For (iii), we writteu—-v = u+ L(-L(v))
and apply (i) and (ii). The composite of h(p) = p + w with g(p) = L(p) + v is
hog(p) = L(p)+(v+w), which proves (iv). Finally, we have L(w) = —L(v)+L(v+w)
— and since, by (ii) and (iv), we have —L(v), v+w € I'g, it follows by (i) that L(w) € I'r,
which proves (v). O

Statement (v) says that L(I'r) € T'r. Applying L to both sides, we obtain the
opposite inclusion I'y € L(T'7); we thus conclude that Uy is invariant under L.
Moreover, (iii) and (iv) say that I'g is the result of a translation on I'7: for all v e T'g
we have T'r = {v} + I'r. This means that to obtain all the glide reflections of ", we
just need to compose one of these transformations with each of the translations of I".

Let (eq, v2) be an orthonormal basis of R ? such that L(e;) = ey, L(ez) = —e;. An
important observation, contained in the proof of Lemma 5.7.8, is that if ae; + Se; € I'g
then @ # 0. With these remarks in mind, let us now look at the forms that the group I"
can take.

If Ty is of the form {nvy:n € Z }, then vy is an eigenvector of L, which is collinear
with e; or with e;. Take v = aeq + Bep € T'g: then a # 0 and, by (i), 2ae; = v+ L(V)
belongs to I'r. We thus have v; = deq, where we suppose A > 0. Adding to v, if
necessary, an integer multiple of vy, we can assume that 0 < @ < A. Since 2ae; is an
integer multiple of vy, it follows that A = 2@ and vq = v + L(V), which means that the
translation associated with vy is the composite of f(p) = L(p) + v with itself. Since
['r = {v} + I'r, we conclude that T is the cyclic group generated by f(p). Therefore:

If T contains elements that reverse orientation and I'r is one-dimensional, then T’
is generated by a single glide reflection. In this case R [T is a Mobius strip.



178 5 The Global Geometry of Surfaces

The case where I'r is two-dimensional is left. Since L(I'y) = I'r, there are two
possibilities:

(@ T ={nvi +mL(v1):n,meZ};

(b) I'r = {nd1e; + mArer:n,meZ}.

Suppose (a). Writing v; = dej; +nez(1 > 0,7 + 0), we have Uy n(ey) = {2nley:n €
Z }. Take v = aey + Be; € Tr: we may suppose, by adding to v a multiple of vy, that
0 < a <A But2ae; = v+ L(v) is in 'y n (ey), implying @ = nAd, for some n € Z,
which is absurd.

Thus (b) must be true. Repeating the argument above, we see that there exists
v = ey + €, € ['g such that 2« = Ay, and therefore v+ L(v) = 11e1. AsT'g = {v}+Ir,
the group I is generated by f(p) = L(p) + v and the translation associated with the
vector Ae;. To summarize:

e f(P)
A !
A A4
PFi,e; o
, I
1
., ., T
| I TN
| I
| I
¥ | !
y ! 1 M
| I
p‘ ________ ___‘p+ae1
Figure 5.10

If T contains elements that reverse orientation and I'r is two-dimensional, then I"
is generated by a glide reflection, with axis on a line r say, and by a translation in the
direction perpendicular to r. In this case R > /T is a Klein bottle.

In Fig. 5.10 we show several copies of a fundamental region (a rectangle) for this
group, marking the identifications to be made.

Let us summarize our findings:

Theorem 5.7.10 Every complete surface of constant zero curvature is diffeomorphic
to one of the following surfaces:

o the plane, the cylinder, or the torus, if it is orientable;

e the Mobius strip or the Klein bottle, if non-orientable.
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Exercises

145. Prove Proposition 5.7.6. Hint: if Sk /I is orientable and an orientation is fixed
on it then the quotient mapping Sy — Sk /T induces an orientation on Sk.

146. (a) Let I'; and I'; be discrete subgroups of Jg. Show that Sk /T’y and Sk /T, are
isometric if and only if I'; and I, are conjugate subgroups.

(b) Give an example of two tori of equal area and constant zero curvature that are
not isometric.

147. Show that if T is a discrete subgroup of JI(D), then '\ {id} contains only
hyperbolic isometries (see, in Section 5.6, exercises 140, 143 and 144).

148. (a) Consider on the torus of revolution T? ¢ R3, given by ®(u,v) = ((2 +
cosv)cosu, (2+cosv) sinu, sinv), the equivalence relation ~ that identifies (x, y, z)
and (—x, —y, —z). Show that Tz/ ~ is a Klein bottle.

(b) If = is the equivalence relation that identifies (x, y, z) and (—x, -y, z), what
surface is T?/ ~?
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Discontinuous group Action, 174
Angle, 1, 53
oriented, 10, 53
Area, 54, 157
of an oval surface, 158
of surfaces parallel to an oval, 160
between parallel curves, 162
Atlas, 164 — 165
oriented, 49, 49

Klein bottle, 179

Euler’s Characteristics, 116
Catenary, 90
Catenoid, 90, 108
Center of curvature, 6
Change of coordinates, 38, 166
Clairaut equation, 129, 143
Clover, 2
Cylinder, 89, 102, 143, 151, 177, 179
Geodesic circumference, 123, 131, 170
Connected component, 147
Cone, 39, 89, 100, 141, 143
Contact
of order n between planar curves, 12
of order > 2 between surfaces, 73, 75
Coordinates
spherical, 33
isothermal, 88
local (or parametrization), 32, 41
orthogonal, 54, 82, 112
polar, 35
polar geodesic, 123, 127, 130
semi-geodesic, 131
Covering, 144, 145, 148
isometric, 151, 172
number of sheets, 146

Curve
convex, 15-18
coordinate, 32, 57, 81
strictly convex, 18
closed, 14
of constant width, 19 — 24
integral of a vector field, 76
parallel, 24, 162
regular, 2
regular in parts, 23
simple, 14

Curvature
of acurve, 5,8
of Gauss, 62, 69, 93, 112, 127,131
geodesic, 98, 99, 110, 131
mean, 62, 70, 101, 156
total mean, 155, 160, 161, 163
normal, 60, 69
principal, 60, 70
with sign, 10, 10
total, 116 — 118, 119

Derivative
of a differentiable mapping, 44, 44
of the Gauss mapping, 59, 69
covariant, 95 — 96, 97
Diffeomorphism, 42, 45
local, 46
orientation-preserving, 50, 52
area-preserving, 57, 94
Continuous Deformation of a curve, 146
Direction
asymptotic, 63, 67
principal, 60, 70
Poincaré Disk, 167
geodesic circumferences, 170
distance between two points, 169
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geodesics, 170

and non-Euclidean geometry, 170

isometries, 168, 171, 172
Intrinsic Distance, 126, 131
Divergence, 96, 100, 102, 103

Ellipsoid, 64 — 65

Symmetric Endomorphism (or self-adjoint), 60

Evolute, 11

Direction Field, 80, 81
Gradient Field, 107 — 108
Field of vectors
along a curve, 97
divergence, 96, 100, 102, 103
of integral curves or paths, 76
of normal vectors, 47
of parallel vectors, 99 — 100
of tangent vectors on a surface, 79
First fundamental form, 52
Formula
Blaschke’s, 161
Cauchy’s, 158

Euler’s, 115
Girard’s, 55, 115-116
Formulas

Frenet’s, 7, 10
Minkowski integrals, 154

Geodesics, 100
surfaces of revolution, 128
differential equations, 120, 128, 151
closed, 118, 122
minimizers, 126, 140
parametrized, 120

Gradient, 107

Group
acting discontinuously, 174
discrete, 174
isometries of a surface, 173
covering, 173
of Mobius transformations, 169

Helix, 2, 102
Helicoid, 35, 90, 107
Homotopy with fixed ends, 146

Index of Rotation, 14, 18, 110, 134, 136
Isometry, 88, 131, 151, 173
elliptical, 172
hyperbolic, 172, 180
local, 88, 93, 128, 151, 172
parabolic, 172
Isoperimetric inequality, 28

Length, 3, 53
of an arc, 4
of a curve of constant width, 22, 24
of a parallel curve, 162
Lifting, 132 — 133, 146
Lifting curves, 146, 146
Lines
asymptotic, 74, 75, 81, 82
of curvature, 74, 79, 82
integrals, 80

Mapping
conformal, 86, 94, 131
differentiable, 42
exponential, 122, 150, 151
linear symmetric (or self-adjoint), 60
Gauss normal, 59, 148
quotient, 166

Riemannian Metric, 164, 166
conformal, 164

Mobius strip, 47, 52, 178, 179

Chebyshef Net, 57

Evenly covered Neighborhood, 144
Normal Neighborhood, 123
Principal Norm, 5

Open subset of a surface, 32
connected, 40
evenly covered, 144
simply connected, 148
Orientation, 47, 49, 175
Oval, 148, 152

Osculating Paraboloid, 74
Parametrization: see Coordinates
Plane, 32, 179
geodesics, 101
isometries, 88, 90
Hyperbolic Plane: see Poincaré disk
Osculating Plane, 6
Projective Plane, 175
Tangent Plane, 44
Point
antipodal, 20, 55, 57, 76, 160
elliptical, 62, 71
hyperbolic, 62, 71
parabolic, 62, 67, 83
planar, 62, 67
umbilical, 62, 65
Projection
of Archimedes, 57
of Mercator, 90
stereographic, 36, 87



Index

gnomonic, 57
Pseudo-sphere, 36, 75

Radius of curvature, 6
Glide reflection, 176
Fundamental region, 175
Polygonal region, 102

Normal Section, 61
Second fundamental form, 67, 74
Similarity, 86, 87, 131
Poincaré Semi-plane, 171
Christoffel Symbols, 91
Conjugate Subgroups, 171, 180
Sphere, 33, 63, 70
geodesics, 122
isometries, 174 — 175
rigidity theorem, 156
parallel transport, 100
Tangent Space, 44, 165 — 166
Surfaces
abstract, 164
complete, 139, 140, 142
connected, 40
convex, 152

of constant curvature, 70, 75, 123, 128, 130,

131, 156, 172, 175, 179

of non-positive curvature, 150, 151

inextensible, 141

of constant width, 75 — 76, 159 160 — 161

minimal, 107, 108

level, 40, 42

orientable, 46 — 47, 49, 75, 175
oval, 148, 152

parallel, 160

parameterized, 34

ruled, 75, 102

regular, 31, 40

of revolution, 34, 70, 75, 102, 128

simply connected, 148, 151, 151
Spindle, 55

Theorem

of Barbier, 22

of Brouwer’s fixed point, 136

of divergence, 102, 103, 161 — 161
of Gauss, 93

of Gauss-Bonnet, 109, 116

of Hadamard, 148, 151

of the four vertices, 26

of the rigidity of the sphere, 156
of the rotation index, 134, 136

Torsion, 7, 8, 14
Torus, 36, 43, 82, 94, 143, 144, 166, 177, 179
Double Torus, 117, 175

Trace of a curve, 1

Tractrix, 36

Trajectory of a vector field, 76
Mobius Transformation, 169

Parallel Transport, 99, 100, 112, 119
Triangulation, 113, 131

Geodesic triangle, 115, 130, 143, 171
Reuleaux triangle, 23

Frenet’s triangle, 6

Regular Value, 40
Variation

of area, 106
normal, 103
of a surface, 103, 159

Velocity, 2

scalar, 3

Volume

between parallel surfaces, 160

185

bounded by a surface of constant width, 161

Width, 19
Constant Width

of a curve, 19 — 24

of a surface, 71 — 76, 159, 160 — 161
Wirtinger’s lemma, 27
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