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1 Abstract

The nature of agile methods exposes a risk of scope-creep, which can lead to de-
lays and compromised project quality. To counter such an issue, cost-estimation
is used to run analysis tests on the project’s attributes and determine the scope
in numeric terms, acting as a decision support system in explicating to what
extent a project should be developed. This article will delve into the cost-
estimation solution and the various techniques it employs as well as provide an
experiment on how it would be conducted in a realistic scenario.

2 Overscoping

2.1 What is Overscoping?

Over-scoping (otherwise known as
scope-creep) is defined as undertak-
ing a specific or abundance of re-
quirements that cannot be fulfilled
within the time, financial or resource
constraints of a development team.
This can occur in various contexts,
such as overly ambitious stakehold-
ers or a lack of experience of develop-
ers, however most cases demonstrate
the quality of having an “unrealisti-
cally large array of functions” (Bjar-
nason et al., 2012).

Figure 1: The image above gives
a graphical example of scope-creep;
where the specifications of a given
task are larger than the resources of
a development team.
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2.2 Reasons for Scope-
Creep

Scope-creep may arise from many
different factors, including miscom-
munication of the development pro-
cess with stakeholders. When stake-
holders are misinformed on the issue
of scope-creep, there is a possibility
of the magnitude and quantity of re-
quirements superseding the capabil-
ities of their development team and
leading to redundant work.

Over-scoping also occurs due to a
difficulty in synthesising a set of re-
quirements that suits the specifica-
tions of each individual stakeholder
(Bjarnson et al. 2010). A misguided
project as such may lead to prolon-
gations of the project due to the slow
development of foundations for the
software project.

3 Outline of Cost-
Estimation Solu-
tion

3.1 Cost-Estimation

Cost estimation encompasses a vari-
ety of techniques utilized to estimate
the financial and chronological cost
that requirements of a stakeholder
require (Pfleeger et al., 2005). The
objective of this solution is to pro-
cess data on the project’s qualities
as well as past projects to produce
information describing the travail re-
quired to successfully comply with
the planned requirements, determin-
ing the presence of scope-creep.

3.2 Cost-Estimation
Techniques

Cost estimation techniques are based
on mathematical and machine learn-
ing frameworks that apply statisti-
cal analysis such as regression as well
as system equation modelling (Jor-
gensen et al., 2007) paired with the
data of previous software projects
that assists in approaching a quan-
tified estimate that can offer great
assistance in deciding whether a re-
quirement is beyond the means of a
development team.

Though outlining the relation-
ships between variables offers grand
assistance in cost-estimation, regres-
sion proposes many assumptions on
the data provided such as the data
not containing outliers, the data is
normally distributed, and that the
data is in fact correlated by the
chosen polynomial function (e.g The
amount of workers must have a lin-
ear relationship with the amount of
effort for the project)

3.3 Regression

Regression refers to modelling a lin-
ear function based on previous data-
sets which demonstrates the correla-
tion between two independent types
of data (Jorgensen et al., 2007). Re-
gression may take one independent
variable (simple) or may produce
an output based on several indepen-
dent inputs (multivariate) (Sharma
et al., 2020). Regression can also
be mapped through both linear and
polynomial functions, depending on
the data’s correlation. Linear re-
gression equation are used to pro-
duce a line-of-best-fit that outlines
the trend of the relationship between
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two variables.

Yi = β0Xi + β0 + εi

Figure 2: Simple linear regression
formula (Matson et al., 1994)

3.4 Efficacy of Regression

Compared to other techniques, it
is particularly reliant on a strong
dataset, and has become feasible pri-
marily due to the large collection of
data of software projects in recent
decades (Jadhav et al., 2022). The
data of previous case studies is used
in generating the gradient, finding
the intercept, and determining the
error. Without a reliable and pop-
ulated data set, regression may have
an error too large to have a mean-
ingful result. On the contrary, er-
ror estimation can also add to re-
gression’s merit as it is particularly
useful in describing the range of ac-
curacy to expect the output to repli-
cate, through formulae such as the
Root Mean Squared function (Ar-
slan, 2019; Kaushik et al., 2019).

Regression is the most commonly
used method for cost-estimation
in software development settings
(Gorod et al., 2019) due to its abil-
ity to outline a proportional rela-
tionship between cost values (such
as hours and lines of code) and re-
sources (like team size and tools)
of the modeller’s choice rather than
those specified by designed equation
system frameworks.

Figure 3: Line-of-best-fit; Without
sufficient data, an accurate regres-
sion function may not be calculable.

3.5 Simultaneous Equa-
tion Modelling

In addition to regression, cost-
estimation can be conducted
through a range of different simul-
taneous equation models (SEM).
These are specific frameworks that
are either a static or dynamically
generated system of equations tak-
ing quantitative data describing the
software project in question to pro-
duce an output predicting the mag-
nitude of the project’s cost, effort,
and time (Gorod et al, 2019) by pars-
ing this data through the equation
system set to specific variable set-
tings. There exist systems of equa-
tions used by development teams to
predict project costs, one of the most
commonly employed being the Con-
structive Cost Model (COCOMO).
This particular model developed by
Barry Boehm chooses the primary
parameter as the amount of lines
of code (LOC) the project contains
(Goyal et al., 2018), and sets vari-
ables based on the context of the
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development team.
E = a(KLOC)b

Figure 4: The effort equation in
the COCOMO model (Goyal et al.,
2018), which uses two set variables a
and b to manipulate the amount of
lines of code (divided by 1000) to es-
timate an effort value for the project.

3.6 Efficacy of SEMs

Although SEMs are useful frame-
works, they are ultimately bound by
the quality and abundance of data
in addition to the precision of the
modelling and setting of the mathe-
matical techniques employed. These
models are able to process general
quantifiable data proficiently, how-
ever have a lack of qualitative mea-
sure which can discount informa-
tion that can further refine the cost-
estimation process such as account-
ing for the development team cul-
ture and individual skill set of each
worker (Pospieszny et al., 2017).

4 Prerequisite set-
tings and data

4.1 Experiment descrip-
tion and considera-
tions

This article’s experiment will be us-
ing regression techniques to visualise
the accuracy of COCOMO effort es-
timation in providing an accurate re-
sult by comparing COCOMO’s ef-
fort estimation with the true effort.
A development team may undertake
this experiment when they want to
use COCOMO models for projecting
cost, but also want to understand the

margin for error that may be present
when doing so. The foundations of
this project rely on knowing what
variables the functions are going to
take so that a suitable output is pro-
duced.

P × T = E

Figure 5: ”Persons required times
time equals effort”; the COCOMO
equation that will serve as the basis
of this experiment.

4.2 Data set

A strong data set is intrinsic to prop-
erly executing cost-estimation tech-
niques as data with high accuracy
will converge to a more accurate pre-
diction of resources required. Ac-
curacy in data is achieved by using
data in previous cases that is com-
parable to the project in context as
well a sufficient quantity of differ-
ent types of data points (Alex Gorod
et al.). This is acquired so that
cost can be estimated based on a va-
riety of different characteristics in-
stead of, for instance, predicting cost
using only the size of the develop-
ment team, but rather make estima-
tions based on how the development
team size and time spent on project
in synthesis can affect the amount of
effort necessary to meet a deadline.
Therefore the experiment will take
a dataset from SEERA that con-
tains authentic data from real soft-
ware projects with a large pool of dif-
ferent data points from which anal-
ysis can be conducted.
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4.3 State of Team and
Requirements

Setting for equation modelling re-
quires having a precise idea of the
current state of the development
team and requirements so that vari-
ables can be set to suitable values.
For instance, a case study of a com-
pany with an undisclosed name was
conducting cost-estimation on the ef-
fort a project requires, they chose
to proportionally decrease variables
due to their smaller development
team size (4 developers) as well as
mid-range project size (25,000 lines
of code) (Butt et al., 2021). CO-
COMO models often have a variety
of different development modes that
offer values for constants based on
specific project environments, for in-
stance, organic, semidetached, and
embedded (Goyal et al., 2018).

5 Experiment Pro-
cess

To form a linear regression analysis,
a collection of processing tools are
required to perform the calculations
such as determining the line-of-best-
fit. For this project, Python with
mathematics modules will be used as
the use of such a programming lan-
guage allows for a large degree of
control in the process of formulat-
ing the exact values to parse. For
instance, Python allows for a range
of mathematical functions to be used
to mix different data points together
to assist in creating a stronger cor-
relation (in the case of this experi-
ment, Python will amalgamate the
team size and assignment duration).
A CSV file with real case cost-

estimation data downloaded from
SEERA will then be included within
the Python code, allowing the re-
gression to include the data on which
a correlation will be identified and
the line-of-best-fit will be calculated.

6 Results

Figure 6: The experiment takes the
horizontal axis to represent the team
size multiplied by the project time,
while the vertical axis represents
how much effort the project tool in
reality. All data here is sourced from
SEERA (Mustafa et al., 2020).

After processing the data
through the Python program, a lin-
ear trend with albeit lower corre-
lation is identified. The gradient
of the line-of-best-fit is within the
range of (0, 1), which implies that
the COCOMO formula used to cal-
culate effort tends to return a value
lower than the actual effort required.
However, the graph displays a dis-
parity of data with many more lower
estimations than larger estimations,
meaning that there is a data bias
towards smaller scale projects. A
project with a considerably shorter
deadline and smaller team may ben-
efit greatly from these results, us-
ing this information to consolidate
faith in COCOMO methods of cost-
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estimation, while projects of a larger
scale may need a larger data set to
make an informed decision.

7 Comparison to
State of the Art
Solutions

A differing solution to cost-
estimation includes establishing
a formal communication system,
which is effective in dissolving mis-
interpretations of requirements so
that excess work is not undertaken
(Ajmal et al. 2019). In compari-
son to cost-estimation, this solution

can be more cost effective however
it does not have the same accu-
racy and meticulosity of precision as
cost-estimation, akin to the demon-
strated experiment. Cost-estimation
is able to systematically gather in-
formation that can verify whether
scope-creep is imminent in a project
and knowing when to withdraw re-
quirements, while ameliorating com-
munication networks can only pre-
vent scope-creep in more peculiar
situations, such as having misin-
formed stakeholders or vague re-
quirements. Hence cost-estimation
proves its value above other solutions
by its ability to provide a structured
assessment of scope-creep.
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