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a b s t r a c t 

During the last two decades, there has been substantial research performed in the field of software esti- 

mation using machine learning algorithms that aimed to tackle deficiencies of traditional and parametric 

estimation techniques, increase project success rates and align with modern development and project 

management approaches. Nevertheless, mostly due to inconclusive results and vague model building ap- 

proaches, there are few or none deployments in practice. 

The purpose of this article is to narrow the gap between up-to-date research results and implementations 

within organisations by proposing effective and practical machine learning deployment and maintenance 

approaches by utilization of research findings and industry best practices. This was achieved by apply- 

ing ISBSG dataset, smart data preparation, an ensemble averaging of three machine learning algorithms 

(Support Vector Machines, Neural Networks and Generalized Linear Models) and cross validation. The 

obtained models for effort and duration estimation are intended to provide a decision support tool for 

organisations that develop or implement software systems. 

© 2017 Elsevier Inc. All rights reserved. 
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1. Introduction 

Software estimation is one of the most challenging areas of

project management. For decades, project professionals have strug-

gled with correct estimation of effort, cost and duration of ini-

tiatives that is required for development of schedules and bud-

gets. The difficulty lies in forecasting those parameters at the

initial stages of the project lifecycle, when boundaries of every

initiative need to be established and when uncertainty regarding

functionalities of the final product is substantial ( Boehm, 1981 ).

Oftentimes, limited knowledge about influencing factors and risks

which may occur, pressure from client or management, and legacy

software estimation techniques based on expert judgment may

lead to imprecise and usually overoptimistic estimates. As a result,

they may severely impact delivering project outcomes within a de-

fined timeframe, budget and of acceptable quality ( Alami, 2016;

Mieritz, 2012; Spalek, 2005; Tan, 2011 ). Despite continuous im-

provements in project and software development methodologies,

recent studies of the Standish Group (2015) indicate that still only

one third of initiatives are successful. For the remainder, either

cost or time overrun occurs, or the product does not meet the

customer’s satisfaction, which can ultimately result in project ter-

mination. Wide propagation of an agile approach to software de-
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elopment slightly decreased the previously mentioned trend but

he project failure rate is still substantial. Although the Standish

roup is often criticised by researchers ( Eveleens and Verhoef,

0 09; Glass, 20 06 ), mostly due to their restricting access to the

urvey data and limiting their research to US based companies, the

roblem with achieving project success definitely exists and is ob-

erved on a daily basis by project professionals ( Carvalho et al.,

015; Lehtinen et al., 2014; Savolainen et al., 2012 ). The reason

s mostly associated with a lack of soft and hard skills of project

eams ( Richman, 2011 ), deficiency of communication within stake-

olders ( Schwalbe, 2014 ), and foremost: poor project estimation

nd planning ( Trendowicz et al., 2011 ). Precise forecasting of effort

nd duration required to implement software solution at the initial

tage significantly increases the probability of successful project

ompletion, as once budget and schedule are defined it may not

e feasible to alter them due to costs exceeding benefits or it not

eing a competitive time to market. Hence this may lead to reduc-

ion in features or even project failure. 

Regardless of whether the waterfall or agile approach is cho-

en to perform a project each initiative at the beginning of its life-

ycle requires definition of cost and time frames to determine a

usiness case and receive approval from a sponsor. For that pur-

ose, software estimation techniques based on expert knowledge

r by analogy to a similar initiative, like PERT, decomposition,

ideband delphi and planning poker, are most widely used due to

heir simplicity and almost effortless application ( Wysocki, 2014 ).

evertheless, these methods are usually error prone, therefore for

https://doi.org/10.1016/j.jss.2017.11.066
http://www.ScienceDirect.com
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f  
ecades alternative approaches based on lines of code (SLOC) and

ater on function points (FP) have been developed. Both SLOC and

P models are constantly being updated to adapt to new trends

n programming, software architecture and software development

ethodologies. However, in the fast-paced world of software de-

elopment those techniques are struggling to keep up to date

 Galorath and Evans, 2006 ), especially with progressing code reuse

nd customized or configurable deployments of software, which

ome almost out of the box. Moreover, they tend to be subjective,

articularly those based on function points ( Kemerer, 1993 ), and

equire substantial effort for their utilization and maintenance. 

Therefore, in order to tackle the mentioned deficiencies, for

he last two decades extensive research has been conducted for

oftware estimation data mining techniques ( Sehra et al., 2017 ),

n particular: ‘state of art’ predictive machine learning (ML) al-

orithms ( Wen et al., 2012 ). They are considered highly effective

or tackling uncertainty and the obtained results present their

owerful prediction capabilities for effort and duration estimation

t the initial stages of the project lifecycle ( Berlin et al., 2009; de

arcelos Tronto et al., 2008; Lopez-Martin et al., 2012 ). Addition-

lly, through their automated prediction process based on historic

nformation, they tend to reduce human biases and psychological

r political influences. Nevertheless, few if any up to date imple-

entations can be found in practice. The reason behind this may

ie in narrowed research that focused on finding the most accurate

ata mining algorithm and tailoring it for best performance. This

as frequently performed on small legacy and outdated data sets

f completed projects that may lead to overfitting, often with in-

lusion of complex ensemble approaches ( Kocaguneli et al., 2012;

ai et al., 2013 ). Additionally, for data preparation, which plays

 substantial role in developing effective models, various, often

ontradictory methods were applied ( García et al., 2016 ; Huang

t al., 2015a, b ). Because of the limitations outlined above and

dditional ones, indicated further in this article in the literature

eview section, there are inconclusive results in relation to the

ccuracy of individual algorithms, even if they were applied to the

ame dataset. This could be an outcome of different approaches

tilized by researchers for data preparation and building data

ining models for effort and duration estimation of software

rojects. Moreover, deployment aspects are often omitted, such

s implementation and maintenance methodology and integration

ith existing processes and project management software to

rovide an effective estimation support tool. 

The aim of this article is to tackle these limitations and nar-

ow the gap between up to date research findings and potential

eployment of robust machine learning algorithms in practice for

ffort and duration estimation at the initial project lifecycle of

oftware initiatives. Therefore, a comprehensive approach is pre-

ented, beginning from data preparation to the models’ implemen-

ation and maintenance, that ensures their usability as well as out-

tanding estimation accuracy and robustness for noise within data.

or that purpose, a practical and effective approach for prepar-

ng data and building models is applied and presented based on

he ISBSG dataset, which provides the most reliable source of a

arge volume of recent software projects from multiple industries

 International Software Benchmarking Standards Group, 2013 ), and

nsemble three machine learning predictive algorithms. Addition-

lly, this research paper intends to provide guidance for practition-

rs in terms of models’ deployment, integration and maintenance. 

. Theoretical background 

.1. Limitations of software estimation techniques 

Regardless of the project and software methodology applied,

very initiative requires definition of budget and a specific time-
rame necessary to deliver a final outcome. These are obtained dur-

ng the early stages of the project lifecycle through the process of

stimation, which aims to provide an approximation of the amount

f resources required to complete project activities and produce a

roduct or service in accordance to specified functional and non-

unctional characteristics ( Project Management Institute, 2013 ). Ac-

ording to Bohem’s cone of uncertainty ( Boehm, 1981 ), this is

till valid. Decades of advances in project software environment

 McConnell, 2009 ) show the highest risk involved in estimation

nd probability of error occurrence is at the initial project stages

nd decrease with its progression when product functionalities

nd influencing factors are more perceptible. Therefore, for project

ractitioners, initial estimation is the most challenging, especially

onsidering that during that time they are obliged to define a bud-

et and timeframe of initiatives which are perceived as constraints

y project sponsors. Any further changes to them may imbalance

he iron triangle (triple constraints), impact functionalities of a

roduct, disrupt a business case and ultimately affect successful

ompletion of a project. 

In principle, software estimation relies on forecasting effort,

rom which cost and duration is derived. As a supporting measure,

he size of a system to be delivered is often used foremost when

pplying estimation techniques based on the source line of code

SLOC) or function points, and according to various research ( Hill,

010; Wilkie et al., 2011 ) is has the most significant impact on ac-

urate estimation of effort and duration. Other factors affecting es-

imation include soft and hard skills of the project team, applied

ethodology to deliver a product and technical software features

uch as the architecture or programming language ( Galorath and

vans, 2006; Laird and Brennan, 2006 ). The obtained forecast of

ffort and duration required to perform a project is considered ac-

eptable when it reflects the reality of a project and ensures suc-

essful completion by development and deployment of a final out-

ome – product or service ( McConnell, 2009 ). More empirical ap-

roaches indicate that a precise estimate should be within 10% of

he threshold of real values ( Laird and Brennan, 2006 ) or within

5% in 75% of cases ( Conte et al., 1986 ). 

According to Flyvbjerg (2006) , there are three fundamental

easons for potential estimates’ biases, which cause them to be

veroptimistic and impact successful completion of a project: tech-

ical, psychological and political. The first refers to limitation of

stimation methods and founding estimates on imperfect informa-

ion. The other two focus on the human factor, in particular the

nability to plan properly and factors influencing expert judgment

uch as pressure from management, sponsor or client. Both tra-

itional and parametric software estimation techniques are con-

tantly developed and tuned to address and limit the aforemen-

ioned biases. Nevertheless, with increasing complexity of software

ystems, demand for rapid time-to-market, distributed project en-

ironment and modern programming language ( Trendowicz, 2014 ),

he existing methods often do not conform to modern estimation

equirements. They also depend excessively on expert knowledge,

hich with imperfect information and vast uncertainty leads to in-

ccurate estimates. Those based on size measured with SLOC or

unction points often require trained personnel, substantial estima-

ion effort and time, and it is difficult to utilize them at an early

roject stage due to limited knowledge regarding product or ser-

ice requirements ( Galorath and Evans, 2006; Lavazza, 2015 ). 

The Table 1 provides an overview of main advantages and limi-

ations of three widely applied traditional estimation methods and

hose based on source line of code and function points. 

.2. Project knowledge discovery 

At every stage throughout the project lifecycle, various in-

ormation is generated and stored within project repositories.
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Table 1 

Examples of software estimation techniques and their limitations. 

Estimation method Limitations 

Expert estimation 

(PERT, Delphi, 

Planning Poker) 

• Relies on expert knowledge, experience and 

perception which may be biased (often lead to 

overoptimistic estimates) 
• Unable to quantify and justify all factors 

applied by experts in the process of estimation 

Estimation by 

analogy 

• Subjective choice of comparison criterion and 

process of difference identification (level of 

confidence) 
• Requires analogues project for comparison 

which is rarely achievable in software 

development 

Decomposition and 

bottom-up 

(WBS-based) 

• For medium and large projects, it may be 

time-consuming 
• High risk of overlooking systems related tasks 

such as integration, configuration and testing 
• Due to lack of information at early project 

stage may lead to underestimation 

Parametric models 

(COCOMO II, 

SLIM, SEER-SEM) 

• Does not take into consideration skill set of 

project team, specific to organization software 

and project management culture 
• May not be feasible for modern approaches in 

software development – code reuse, codeless 

programming and agile development 
• Dependency on programming language 

Size-based 

estimation 

models (FPA, Use 

Case, Story 

Points) 

• Requires trained personnel 
• For large projects their application requires 

great effort and cost 
• If applied at early project stage, due to limited 

information, may lead to inaccurate estimates 
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Project Management Institute (2013) groups project knowledge

into 10 areas, including cost, time, scope, quality and resource

management, which represent sets of processes, techniques and

activities required and which create or collect knowledge needed

to perform a project. Additionally, two dimensions of knowledge

associated with initiatives can be distinguished – micro and macro

( Gasik, 2011 ). The first is related to knowledge required to perform

an individual task or solve a given problem. Through the process

of its acquisition, creation, application, transfer and sharing, it is

transformed into macro-knowledge, which is the total knowledge

required to conduct the project. Moreover, it represents an organ-

isational ability to implement new systems and services, or en-

hance existing ones. 

During the process of project knowledge management, the

generated information is usually stored within project databases,

maintained by the Project Management Office (PMO)with sup-

port of project management software. The information reflects

not only data related to attributes of an initiative captured dur-

ing its lifecycle, such as effort and time required to perform in-

dividual activities, the methodology applied and resources allo-

cated, but also product characteristics such as features, architec-

ture, size, programming language or defects identified during test-

ing ( Kobyli ́nski and Pospieszny, 2015 ). These databases are used

mainly by organisations for monitoring and reporting purposes.

Additionally, the historic information related to project and prod-

uct is applied for estimation purposes, especially for estimation by

analogy and for adjusting parametric methods based on SLOC and

FP. 

Apart from these mentioned applications, project databases

constitute a perfect candidate as an input for knowledge discov-

ery process in databases ( Fayyad et al., 1996 ) and can be mined

for various project management and software development pur-

poses. In general, data mining (DM) aims to extract meaningful
atterns and rules from databases ( Larose, 2007 ) by applying in-

erdisciplinary techniques derived from statistics, machine learning

nd pattern recognition. Due to its efficiency for dealing with un-

ertainty, data mining is widely applied for disciplines with high

robability and impact occurrence, such as credit scoring or clini-

al trials. In terms of software project management, in practice it

s rarely implemented. Nevertheless, research done in the last two

ecades indicate data mining’s effectiveness in the areas of effort

nd duration initial estimation ( Balsera et al., 2012; de Barcelos

ronto et al., 2008; López-Martín, 2015 ), during project monitoring

s an alternative approach for earned value analysis ( Azzeh et al.,

010; Iranmanesh and Mokhtari, 2008 ), for quality and risk man-

gement ( Moeyersoms et al., 2015; Nagwani and Bhansali, 2010 )

nd software maintenance cost ( Shukla et al., 2012 ). 

.3. Machine learning algorithms 

As a broad discipline, data mining utilizes state of art ma-

hine learning algorithms for extracting useful knowledge from

atabases through the process of automated learning based on in-

ut data ( Ben-David and Shalev-Shwartz, 2014 ). The main advan-

age over statistical and mathematical DM algorithms is additivity

f ML algorithms to a changing environment. This is an especially

mportant factor for software estimation, where there are fre-

uent technology advances, new tools and programing languages

vailable, and where methodologies improvements and changing

killsets of project teams may bias existing effort s and duration

f prediction approaches. This can be achieved by their ability to

earn and improve based on generated predictions through deter-

ining estimation that closest matches the observed data and any

rior knowledge held by the learner ( Mitchell, 1997 ). Hence ML al-

orithms are suitable for modelling complex problems which can

ardly be programmed and up to a certain point mimic the human

earning process. 

Mainly, the ML learning process can take from an unsupervised

r supervised dependable the chosen descriptive or predictive task.

he first relies on fining patterns that are not tied to any vari-

ble in the training dataset ( Linoff and Berry, 2011 ) for such pur-

oses as clustering, association rules or anomaly detection. Super-

ised learning must have explicitly defined inputs corresponding to

nown outputs by a determined target variable ( Cios et al., 2007 )

hich is used for classification or prediction. For both there are

umerous algorithms available that can be applied depending on

he desired outcome. This article is focused on predicting the con-

inuous effort and duration target variable, and for that purpose

hree effective ML predictive algorithms were used: Support Vector

achines (SVM), Multi-Layer Perceptron Artificial Neural Network

MLP-ANN) and Generalized Linear Models (GLM). 

SVM has an ability to model complex linear and nonlinear

roblems and generate highly accurate results, even on noisy data,

ue to use of kernels and the absence of local minima ( Han et al.,

006 ). Nevertheless, their training process may be time-consuming

n a large volume of data which in terms of project databases, usu-

lly contain up to thousands of historic initiatives which are in-

ignificant. In contrast MLP is a parametric algorithm and converge

n identifying local minima rather than a global one. Because it

onsists of hidden layers and bias parameters the network is very

obust in relation to noisy data ( Larose and Larose, 2015 ). Although

t is prone to overfitting in case of an extended training process,

he last effective algorithm chosen for this article was GLM. It is

 generalization of ordinary linear regression, that depending on

he response variable type, distribution and variance and appro-

riate link function, is used to represent the relationship between

ttributes ( Clarke et al., 2009 ). Due to its mentioned flexibility, it is

fficient in handling non-linear variables and provides a wide array

f inference tools. 
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. Related work 

For the last two decades, extensive research has been per-

ormed in terms of applying data mining statistical and machine

earning algorithms for software estimation. Emphasis was put on

nitial effort and duration estimation since accurate forecast of

hese during the early project stage is the most challenging due

o uncertainty and limited knowledge. Any significant deviation

f those constraints during the project lifecycle may severely im-

act features of a product or service, its quality and ultimately the

roject’s successful completion. 

Wen et al. (2012) performed the most comprehensive review

f machine learning algorithms used for effort estimation. For that

urpose, 84 studies were investigated from the last two decades.

ccording to the results obtained, the researchers focused mainly

n tailoring individual algorithms for best performance, particu-

arly; artificial neural networks (ANN), case-based reasoning (CBR)

odels and decision trees. The accuracy of machine learning mod-

ls were of an acceptable level and better than statistical ones,

ith mean magnitude relative error MMRE ranging 35–55%, per-

entage relative error deviation PRED(25) 45–75% and median

agnitude relative error MdMRE 30–55%. The researchers also in-

icated that depending on the dataset applied for building models

nd the data preprocessing approach taken, machine learning al-

orithms may generate disparate results, due to outliers, missing

alues and possibility of overfitting. 

The discrepancy in utilizing different approaches for building

L is even more perceptible when analysing individual publica-

ions. For instance, de Barcelos Tronto et al. (2008) compared ac-

uracy of artificial neural networks with multiple regression mod-

ls for effort estimation using COCOMO dataset ( Reifer et al.,

998 ), demonstrating the superiority of the first one. For eval-

ation purposes, MMRE and PRED was used. López-Martín and

bran (2015) also focused his research only on effort estima-

ion, investigating prediction precision of different neural network

ypes. Nevertheless, for that purpose an ISBSG ( International Soft-

are Benchmarking Standards Group, 2013 ) dataset was ap-

lied, normalisation of dependent variable, cross-validation ap-

roaches and MAR with MdAR were used as an accuracy crite-

ion. Berlin et al. (2009) took a more comprehensive approach in

erms of scope and examined accuracy of ANN and linear regres-

ion (LR) not only for effort but also for duration prediction. The

odels were based on two datasets: ISBSG and Israeli companies’

ataset. Based on results it can be noted that ANN slightly out-

erformed LR and log transformation of output variables improved

he accuracy. Additionally, it can be concluded from this research

hat duration estimation tends to be less precise than effort due to

 stronger correlation between size and effort. 

In spite of different approaches taken for building ML, meaning-

ul recommendations that support their implementation in prac-

ice for effort and duration estimation at early project stages

an be extracted. Due to sensitivity of ML for noises within the

ata sets, models should not rely on individual algorithms but

sed in conjunction, which furthermore boosts prediction accu-

acy ( Minku and Yao, 2013 ). Researchers proposed various ensem-

le methods, such as boosting, bagging and complex random sam-

ling techniques ( Kocaguneli et al., 2012 ), mostly for the same type

f ML algorithms. Nevertheless, ensemble methods may introduce

ubstantial performance overhead ( Azhar et al., 2013 ) if applied too

xcessively. Therefore, for building ML effort and duration models

 set of different but limited number of algorithms and simple en-

emble approach should be used such as averaging of obtained es-

imates ( Ho, 1998; Xu et al., 1992 ). 

Throughout the processes of training ML models an emphasis

hould be put on data preprocessing, especially in dealing with
t  
utliers, the missing values that have a large impact on the ac-

uracy of ML algorithms. According to Huang et al. (2015a, b ),

part from different techniques available, such as deletion (list-

ise, pairwise), imputation (mean, regression), their use depends

n the dataset. However, where possible, missing values should

e discarded in order to remove biases that may alter ML pre-

iction accuracy, as inputting them may reduce variability of data

 Strike et al., 2001 ). In relation to outliers the common rule of

hree standard deviations from a mean is used for their removal

 Ruan et al., 2005 ). Additionally, although ML algorithms do not

equire normalisation of dependent variables, results of studies

 Berlin et al., 2009; Keung et al., 2013; López-Martín and Abran,

015 ) indicate that log transformation of effort and duration tend

o generate more accurate estimates. 

For evaluation of effort and duration ML prediction models,

he majority of researchers utilize MMRE and PRED ( Wen et al.,

012 ). The measures are subject to various critical studies, espe-

ially MMRE, that is considered to be an asymmetric measure ( Foss

t al., 2003; Myrtveit and Stensrud, 2012 ) and sensitive to out-

iers ( Port and Korte, 2008 ). Nevertheless, MMRE and PRED con-

titute an evaluation standard, enable comparison of results and

ften with support of mean magnitude relative error to estimate

MMER), mean of balanced relative error (MBRE) and mean ab-

olute residual error (MAR) are still widely used by researchers.

oreover, for validation purposes k-fold cross validation procedure

s performed in order to avoid overfitting of ML models ( Idri et al.,

016 ). 

To conclude, it needs to be mentioned that apart from a large

mount of research performed in the last two decades, of which

nly a fraction was presented above, few implementations of ML

redictive algorithms for effort and duration estimation within or-

anisations can be found. The research emphasis was put on tai-

oring and comparing individual algorithms’ performance, with at-

ention to deployment practices and framework which were un-

atisfactory. Moreover, the inconclusive results, in spite of the

entioned reasons, were largely caused by applying small, out-

ated datasets (COCOMO, NASA) for ML algorithms, which often

ed to overfitting. Additionally, estimation models should conform

o current software methodologies and modern development ap-

roaches, as using legacy projects that aim to develop software us-

ng inefficient methods, and basic programming languages may be

onsidered as unsuitable. 

Taking the above into consideration, this paper aims to ad-

ress the mentioned limitations, recommendations and best prac-

ices proposed by researchers through outlining a practical and

ffective approach for building and deploying ML models for ef-

ort and duration estimation to enable their implementation in

ractice. 

. Proposed approach 

In this section, an effective approach based on best practices

nd up to date practical research findings for building effort and

uration models by use of machine learning algorithms is pre-

ented. For this purpose, an ISBSG dataset is utilized that is pro-

essed through smart data preparation. Furthermore, the obtained

nput dataset is used for modelling with application of three ML

lgorithms (SVM, MLP, GLM), ensemble averaging and cross valida-

ion. The building process follows cross industry standard process

or data mining (CRISP-DM) methodology. 

.1. Data preparation 

Noisy and unreliable data may severely influence the predic-

ive accuracy of machine learning models. Poor quality of data,
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Fig. 1. Distribution of effort (man-months) and duration (months). 

Fig. 2. Normal Q-Q plot for log-transformed dependent variables. 
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especially the significant occurrence of missing values and outlin-

ers may lead to inconsistent and unreliable results. Therefore, data

preparation is a critical task in the process of building ML mod-

els, in which data is preprocessed through selection, cleaning, re-

duction, transformation and feature selection ( García et al., 2016 ;

Huang et al., 2015a , b ). Although there are numerous approaches

and techniques for cleaning data and preparing the dataset, for this

article, based on preliminary modelling and literature review, only

those were applied that were efficient, that do not bias the esti-

mates, and contribute for building accurate ML models for effort

and duration prediction. 

The most comprehensive source of a historic software project

incorporates the ISBSG dataset ( International Software Benchmark-

ing Standards Group, 2013 ), which was applied for the purpose of

this article. Version R12 which was used for this research con-

sists of 6006 initiatives conducted during the last two decades

by numerous companies from 25 countries. The database is used

mostly by organisations and researchers for building and tailor-

ing function points’ estimation models, hence project size is cal-

culated by ranges of that measure. Other available datasets of soft-

ware projects, such as PROMISE Software Engineering Repository

( PROMISE, 2017 ) , COCOMO ( Reifer et al., 1998 ) and SourceForge

( SourceForge, 2017 ) are either outdated by a limited number of

initiatives or unreliable. Nevertheless, the drawback of the ISBSG

dataset is its heterogeneity due to sourcing from a variety of organ-
sations and projects. Another aspect is the large volume of miss-

ng values that in conjunction with heterogeneity may provide a

hallenge for data preparation and building ML models ( Fernández-

iego and González-Ladrón-De-Guevara, 2014 ). However, from an

pplication point of view it may reflect the real case scenario.

t needs to be emphasized that in the last decade ISBSG dataset

s widely used by researchers for software estimation with data

ining algorithms ( González-Ladrón-de-Guevara et al., 2016 ). De-

pite that, due to utilization of different versions of ISBSG dataset

nd various objectives there is no standard approach for its pro-

essing ( Berlin et al., 2009; Hill, 2010; Jeffery et al., 2001; López-

artín and Abran, 2015; Mittas et al., 2015 ) agreed upon among

esearchers. 

For this study, only projects from the last decade were used,

n order to reflect more recent advancements in software devel-

pment. In the process of reviewing and selecting data for mod-

lling, firstly dependent variables were chosen. For effort, it was

ecided to use Normalised Work Effort which presents the to-

al effort required to perform an initiative. In terms of duration,

he real elapsed time was obtained by subtracting two variables:

roject Elapsed Time and Project Inactive Time ( International Soft-

are Benchmarking Standards Group, 2013 ). Next, records which

ere classified by ISBSG as unreliable, with low quality were re-

oved (cat. C and D from Data Quality Rating ). From 125 vari-

bles, grouped into 15 categories, only a subset of them was cho-
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Fig. 3. Lasso paths for effort. 

Fig. 4. Lasso paths for duration. 
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en that may influence prediction of effort and duration of soft-

are projects at the early stage of lifecycle. As was mentioned in

he previous paragraph ISBSG contain a large amount of missing

alues. Due to a significant number of observations available in the

ataset and primarily to not yield biased estimates of coefficients,

t was decided to apply listwise deletion. 

Qualitative variables categories were aggregated and balanced

o decrease the number of classes and furthermore, those with less

han five observations were removed. Moreover, they were binary

oded that tend to boost ML prediction capability and performance

 Singh and Misra, 2012 ) were binary coded. In relation to numeri-

al variables, the outliners were cleaned using three standard de-

iations from mean criterion. In the ISBSG dataset the duration of

nitiatives is measured in man-months (MM) and effort man-hours

MH). For standardisation and interpretability reasons the effort

as transformed to MM using Boehm’s approach applied for the

OCOMO model ( Boehm et al., 20 0 0 ) where 1 person-month cor-

esponds to 152 person-hours (38-hour working week). 

Both output variables had positive skewness ( Fig. 1 ) due to a

ajority of small to medium projects included in the dataset. Ad-

itionally, in order to confirm abnormal distribution of effort and

uration, continuous variables Kolmogorov–Smirnov and Shapiro-

ilk tests were conducted, which both rejected null hypothesis

f depended variables’ normal distribution. Despite ML algorithms

eing able to handle distributions other than normal, they gener-

te more accurate predictions if output variables are symmetrically

oncentrated around the mean ( de Barcelos Tronto et al., 2008;

eung et al., 2013 ). Therefore, effort and duration were log trans-

ormed ( Fig. 2 ) and again tests K-S and S-W were performed and

ndicated near-normal distribution which is acceptable considering

he large dataset. 

The obtained dataset ( Table 2 ) presents the process of data se-

ection, cleaning and transformation and consisted of 1192 projects,

1 independent and 2 target variables. Next, Pearson correlation

as applied on data for exploring relationships between vari-

bles and their influence on effort and duration. The obtained co-

fficients were of a low level mostly due to the large dataset.

he dependency between target variables was relatively strong

0.47). In respect to independent variables for effort, the most

ignificant relationship was software size (0.672), other variables

ere substantially less but still significantly influenced the men-

ioned target variable. In relation to duration, the correlation coef-

cients were more equally distributed, with advantage of software

ize (0.256), used methodology (0.217) and required package cus-

omization (0.215). 

Machine learning algorithms’ performance may suffer from in-

luding insignificant variables. Therefore, as an addition to Pearson

orrelation, least absolute shrinkage and selection operator (LASSO)

nd stepwise regression was performed to exclude those with lim-

ted influence on target variables. The results indicated ( Figs. 3 and

 ) that all of them have capability to influence prediction of effort

nd duration. Therefore, the complete set of 11 independent vari-

bles, selected in the process of data preparation were further used

or building models. Moreover, each of those applied in the next

ection algorithms for predicting effort and duration has their own

pproach for feature selection, hence in case of inconclusive results

t could be more reasonable not to exclude any variable that could

otentially improve forecast quality. 

.2. Ensemble models for effort and duration estimation 

Fig. 5 presents the approach taken for building models. As a re-

ult of preliminary modelling and the literature review conducted,

he three best performing modern machine learning algorithms

ere chosen for building effort and duration estimation: Support

ector Machines (SVM), Multi-Layer Perceptron Artificial Neural
etwork (MLP-ANN) and Generalized Linear Models (GLM). De-

ending on input data, each of them may generate distinct results,

ence in order to prevent overfitting it was decided to apply three

ifferent predictive supervised algorithms. 

For predicting effort and duration two separate models were

uilt, each with utilization of three distinct algorithms: SVM, MLP

nd GLM. To maintain simplicity, the configuration of algorithms

as the same for effort and duration models and are presented as

ollows: 

a) Support Vector Machines – kernel function: radial basis (RBF),

stopping criteria: 0.001, regression precision: 0.1; 

b) Multi-Layer Perceptron Artificial Neural Network - one hidden

layer, activation function: hyperbolic tangent; 

c) General Linear Models - normal distribution, link function:

identity, scale parameter method: Pearson Chi-square. 

The obtained predictions were merged using ensemble aver-

ging to reduce bias and variance error. This approach prevents

oth over and underfitting of the models which could be caused

y noises and outliners in the training dataset. Furthermore, the

esulting ensemble tends to generate more accurate predictions

ver a single algorithm ( Krogh, Anders Jesper, 1995; Minku and

ao, 2013; Pai et al., 2013 ), especially on small heterogeneous

atasets. Hence, the achieved models are more stable and generate

ore accurate results. It should be added that there are numer-

us effective ensemble approaches such as boosting and bagging
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Table 2 

Selected variables for effort and duration estimation. 

Variable Description Type Categories Role 

Industry Sector Organisation type Nominal 14 Input 

Application Type Type of application being addressed Nominal 16 Input 

Development Type New development, enhancement or re-development Nominal 3 Input 

Development Platform PC, Mid Range, Main Frame or Multiplatform Nominal 4 Input 

Language Type Programming language Nominal 3 Input 

(2GL, 3GL, 4GL) 

Package customization Indicates whether the project was a package customisation Nominal 3 Input 

Relative Size Function points grouped into categories Nominal 7 Input 

Architecture System architecture Nominal 6 Input 

Agile Agile used? Flag 2 Input 

Used Methodology Development methodology used? Nominal 3 Input 

Resource Level Development team effort, development team support, computer operations 

involvement, end users or clients 

Nominal 4 Input 

Effort Total project effort in work months, log-transformed Continuous − Target 

Duration Total project elapsed time in months, log-transformed Continuous − Target 

Fig. 5. Process of building effort and duration models. 
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( Breiman, 1996; Freund and Schapire, 1996 ). Nevertheless, due to

simplicity and performance reasons an averaging approach tends

to be more suitable for effort and duration estimation. 

Additionally, 3-fold cross validation ( Krogh, Anders Jes-

per, 1995 ), was applied to verify accuracy of the models obtained.

This procedure ensures that models are not overfitted, increases

prediction robustness and allows for their proper assessment. The

dataset was first randomly divided into three folds, then into a set

of three algorithms (SVM, MLP and GLM) trained using k-1 folds,

and tested on left-out fold. For both dependent variables, the pro-

cess was repeated 3 times until each fold was used for testing. As

a result, each observation is used for both training and validation,

with an equal weight of k-1 during training and each observation

is used once for validation ( Barrow and Crone, 2016 ). Despite

that, 10-fold cross-validation is the most common approach. For

the purpose of this article it was sufficient to apply a 3-fold one

because additional folds did not add any value. 

4.3. Evaluation criteria 

Apart from the standard error measures such as ME, MAE, MSE

and RMSE, for evaluation of obtained models, two criteria were ap-

plied which are widely used in software estimation: mean mag-

nitude relative error (MMRE) and percentage relative error devia-

tion (PRED). They are scale and unit independent and foremost al-

low comparison of results between different prediction models and

datasets. Both are based on magnitude relative error (MRE) which

measures the difference between actuals and estimates and is de-

fined as follows: 

MRE = 

∣∣ y t − y p t 

∣∣
y t 

(1)
 M RE = 

1 

n 

n ∑ 

t=1 

M RE (2)

 RED ( x ) = 

1 

n 

n ∑ 

t=1 

{
1 i f MRE ≤ x 
0 otherwise 

(3)

here 

y t - actual value 

y 
p 
t - estimated value 

x - percentage, typically 25% or 30% 

n – number of samples 

According to Conte et al. (1986) a software estimation model

s considered accurate when MMRE ≤ 0.25 and PRED (0.25) ≥ 0.75.

n reality, both levels are rarely achieved and for PRED a 30% MRE

hreshold – PRED (0.3) is more often applied ( Jorgensen and Shep-

erd, 2007 ). Despite their wide application there is an ongoing de-

ate concerning the usefulness of these measures ( Dave and Dutta,

011; Foss et al., 2003 ), especially concerning their outliers’ sensi-

ivity ( Port and Korte, 2008 ) and the fact that they are ‘estimators’

f a function of the parameters related to the distribution of the

RE values. Therefore, additional measures were used for evalu-

tion of effort and duration models, which have been most often

sed in recent years in software estimation studies: mean magni-

ude relative error to estimate (MMER) and mean of balanced rel-

tive error (MBRE). Especially MBRE is a practical evaluation cri-

erion, because as a balanced symmetric error metric it penalizes

nderestimation and overestimation on the same level and better

andles outliners ( Huang et al., 2008 ). 

ER = 

∣∣ y t − y p t 

∣∣
y p t 

(4)



P. Pospieszny et al. / The Journal of Systems and Software 137 (2018) 184–196 191 

M  

B

M

5

 

f  

t  

r  

p

5

 

s  

a  

t  

i  

s

 

t  

w  

t  

S  

l  

v  

m  

a  

s  

P  

c  

a  

o  

P  

g  

v

 

L  

a  

l  

d  

b  

r  

a  

d  

A  

t  

t  

p  

t

 

n  

b  

i  

b  

r  

h  

t  

c  

a  

m

 

o  

a  

i  

p  

a  

a  

b  

p  

v  

e  

p  

s

5

 

g  

a  

t  

h  

t  

a  

P  

l  

m  

C  

fi

 

a  

b  

f  

s  

m  
 M ER = 

1 

n 

n ∑ 

t=1 

M ER (5)

RE = 

∣∣ y t − y p t 

∣∣
min 

(
y p t − y t 

) (6) 

BRE = 

1 

n 

n ∑ 

t=1 

BRE (7) 

. Results and discussion 

This section evaluates individual and ensemble models obtained

or effort and duration estimation, referencing other publications

hat utilized ISBSG and ML algorithms for software estimation for

esults comparison. Additionally, it provides guidelines for their de-

loyment and maintenance in practice. 

.1. Performance of models 

For the outcome of approach taken for building models pre-

ented in Section 4.2 , two ensemble models were created sep-

rately for predicting effort and duration. Each of them utilizes

hree machine learning algorithms: SVM, ML and GLM. The most

nformative performance and error measures for individual and en-

emble models are presented in Table 3 . 

For both effort and duration, all models generated substan-

ially precise estimates. The best performing individual algorithm

as SVM, for MLP and GLM, error measures were almost on

he same level. Ensemble models were slightly less accurate than

VM, nevertheless, considering their robustness for handling out-

iners, noises within the new input data and their ability to pre-

ent model’s overfitting, applying the combined approach is a

ore stable and practical procedure. Effort ensemble model char-

cterized MMRE below 0.2 and PRED(0.25) at a 70% level. Con-

idering that PRED(0.3) is used mostly for interpretation because

RED(0.25) > 75% is hardly achievable and the model meets Conte

riterion as a good estimation model. The difference between MAE

nd RMSE may indicate that a small portion of large errors could

ccur which can also be concluded from Fig. 6 where MRE and

RED distribution is presented. The small value of MSE may sug-

est that there was a limited number of outliners within the real

alues of effort due to the data preparation performed. 

As studies based on ISBSG dataset present ( Berlin et al., 2009;

ópez-Martín and Abran, 2015 ), the duration models should be less

ccurate than those built for predicting effort because of less corre-

ation with software size, which has the highest influence on pre-

icting effort. Theref ore unexpectedly, f or duration estimation of

oth individual and ensemble models performed almost compa-

ably to effort related ones, with MMRE = 0.21 and PREDs at 70%
Table 3 

Evaluation measures for effort and duration models. 

SVM MLP GLM Ensemb

Effort 

ME 0.02 0.02 0.01 0.02 

MAE 0.19 0.26 0.27 0.23 

MSE 0.07 0.12 0.13 0.1 

RMSE 0.27 0.34 0.35 0.31 

MMRE 0.13 0.21 0.18 0.17 

PRED(0.25) 76.91% 64.65% 61.96% 69.44% 

PRED(0.3) 81.19% 71.37% 67.93% 74.73% 

MMER 0.47 0.45 0.57 0.42 

MBRE 0.16 0.22 0.23 0.2 
nd 76% for average approach. RMSE, MAE and distribution of pre-

ictions connote that there was a limited existence of large errors.

dditionally, a very small SME indicates lack of outliners within ac-

uals of duration. Similarly, for effort, MBRE for duration was close

o MMRE values which resulted from an absence of skewness for

redictions and almost equal occurrence of over and underestima-

ions. 

When comparing performance of individual algorithms, a sig-

ificant advantage of SVM over MLP and GLM can be noticed for

oth effort and duration, with MMRE below 0.15 and PREDs reach-

ng 81%. Other algorithms generated accurate estimations as well,

ut were characterized by a marginally higher error measures. The

eason behind this may lay in the outstanding ability of SVM to

andle complex dependencies within the heterogeneous data. Al-

hough in practice, if applied to a new dataset specific to a chosen

ompany, other algorithms could be superior and estimate effort

nd duration more precisely. Therefore, the ensemble approach is

ore feasible and provides a stable prediction approach. 

From the results, it can be concluded that the ensemble models

btained for effort and duration estimation generate remarkably

ccurate predictions due to: the applied smart data preprocess-

ng, three effective ML algorithms and cross-validation method for

reventing overfitting occurrence. Moreover, models were built on

 heterogeneous ISBSG dataset, which characterizes a high variety

nd large amount of noises and missing values within it. However,

oth effort and duration were log transformed for normalization

urposes, therefore it should be noted that if estimates are con-

erted back to real estimates the accuracy of models would mod-

rately decrease. Nevertheless, they are aimed to be deployed in

ractice on a homogeneous dataset, hence the drop of precision

hould be marginally impacted. 

.2. Comparison of results 

Referring the results to other studies which addressed ML al-

orithms for effort and duration estimation, there is a noticeable

dvantage from the approach presented, especially for predicting

imeframe of software projects. From Wen et al. (2012) compre-

ensive comparison of 143 effort related publications, similarly

o the results obtained, the superiority of SVM over any other

lgorithm can be concluded, with an average MMRE = 0.34 and

RED(0.25 ) = 72%. Other ML algorithms’ accuracy such as ANN was

ower (MMRE = 0.37, PRED(0.25 ) = 64%). However, most of those

odels were built on homogeneous small legacy datasets such as

OCOMO, Desharnais or Albrecht which may lead to under or over-

tting. 

Berlin et al. (2009) followed a similar ensemble approach (ANN

nd LR), based on the ISBSG dataset with log transformation for

oth effort and duration estimation. According to error measures

or effort, their results were comparable to those achieved in this

tudy: MMRE = 0.22, PRED(0.25) = 81% and MBRE = 0.29. However,

odel for duration prediction characterized with poor accuracy:
le SVM MLP GLM Ensemble 

Duration 

0.01 0.01 0.01 0.01 

0.14 0.19 0,19 0.17 

0.04 0.06 0.07 0.05 

0.2 0.25 0.26 0.23 

0.15 0.24 0.26 0.21 

75.65% 64.82% 62.55% 69.02% 

81.61% 72.96% 71.12% 76.49% 

0.26 0.31 0.34 0.29 

0.17 0.15 0.25 0.22 
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Fig. 6. Scatter plot of projects for effort and duration ensemble models. 
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Fig. 7. Effort and duration deployment and maintenance process. 
MMRE = 0.88, PRED(0.25) = 27% and MBRE = 1. For timeframe es-

timation, López-Martín and Abran (2015) achieved better results.

In their recent study, they compared different ANN algorithms

with application of the ISBSG dataset, log transformation of depen-

dent variable and cross-validation. The accuracy of the MLP model

was vastly superior to any other ANN approach: MMRE = 0.18 and

PRED(0.25) = 80%, even better than the MLP obtained in this study,

but worse than the best preforming algorithm (SVM). 

Furthermore, the obtained results should be compared

to ensemble models for effort and duration developed by

Pospieszny et al. (2015) with application of ISBSG dataset and

GLM, MLP and CHAID decision threes algorithms. MMREs (0.19

and 0.21 respectively) are on a similar level to those presented in

Table 3 . However, a difference in PREDs (0.25): 62% and 66% indi-

cate that the approach taken in this study for data preprocessing,

including SVM in the ensemble model, and using cross-validation

for results’ evaluation, ensured that the error dispersion within

predictions is lesser, therefore enabling the achievement of more

accurate estimates. It should be noted, that as presented above,

even if the similar database and algorithms are applied, the pre-

diction accuracy can differ, depending mostly on quality of data

preparation and methods utilized for that purpose. 

5.3. Implementation guidelines 

For accurate estimation of effort and duration at the initial

project stage the proposed ensemble models are required to be

specific to the organization of the database of completed projects

in which they will be applied. The process of learning the algo-

rithms’ prediction capability is adapted to the organizational cul-

ture, project and software development methodology in place, soft

and technical skills of project teams, communication processes and

other factors which are distinct to each organization and severely

influence the budget and timeframe of initiatives. The quality of

the database is an important factor and except the approach pro-

posed in this article for data preparation the homogeneous in-

put data should be processed through data cleansing to validate

completed projects and ensure records’ completeness. This can

be sourced from Enterprise Project Management software (EPM)

which are in place in most organizations and maintained by PMOs

for project portfolios monitoring. The size of database can vary

depending on the maturity of the organization. Nevertheless, for

accurate estimation with machine learning algorithms it should

contain dozens or preferably hundreds of diverse projects within

it. Nevertheless, due to the proposed ensemble approach of algo-

rithms a database of even 40–60 completed projects should be suf-

ficient. 

In relation to input variables, they may deviate from those

used for the purpose of this article due to their availability in the
rganizational project database, EPM software functionalities and

roject portfolio processes in place. Hence their selection, clean-

ng and transforming should be handled during deployment of the

odels within the organization. 

The implementation process should follow the widely applied

RISP-DM methodology ( Pete et al., 20 0 0 ), although it should go

eyond deployment and the process should be extended to ad-

itional steps that involve integration, monitoring and optimiza-

ion (see Fig. 7 ) of ensemble models for effort and duration esti-

ation. The steps mentioned should ensure models’ incorporation

ithin existing organizational processes and adoption to changes

hat frequently occur within a project management environment

hich result from technological innovations, soft and hard skills of

mployees and altered business processes. For building models in

his article IBM SPSS Modeler was used, although for that purpose

pen-source software or programming language such as R, Python

r WEKA can also be applied. These can be deployed within the

rganization by integrating them with EPM software through im-

lementing necessary functional changes that would allow project

ractitioners to input features of new initiatives to obtain effort

nd duration estimation. Another approach is to build the GUI

n top of models and use the application as standalone software.

ne other important aspect is monitoring their performance dur-

ng business as usual activities. At least once per month models’

stimation accuracy should be evaluated and algorithms retrained
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tilizing new completed initiatives in order to retain prediction ca-

ability and adapt them to changing factors that may take place

ithin an organization and impact deployed models. The above ac-

ivities should be managed by PMO and require relevant adjust-

ents within existing project management processes. 

The approach proposed in this article for building and deploy-

ng models for effort and duration estimation at the early stages of

roject lifecycle should provide a framework that requires adapta-

ion for organizational needs, EPM software in place and availabil-

ty of high quality data. The purpose of the models is to serve as

 decision support tool for project practitioners and may be used

n conjunction with traditional or parametric software estimation

echniques. The latter, can be used especially for assessing the size

f a project which has the most significant impact especially on

stimating effort of initiatives. The most feasible approach would

e to use function points for software sizing which tend to provide

he most accurate approximation, and machine learning algorithms

or effort and duration estimation ( Pospieszny et al., 2015a ). Nev-

rtheless, alternatively, for sizing purposes other widely applied

rganization techniques such as estimation by analogy or expert

udgment can be used. 

Additionally, as mentioned earlier, implementation of models in

ractice require a change of processes and procedures in place.

oreover, this entails organizational cultural change, therefore

here is a necessity to engage end-users early on during the de-

loyment process to effectively communicate benefits to promote

ngagement and provide necessary training for project practition-

rs. Considering the above, those most suitable for deployment, but

ot limited to, are organizations which have their project and soft-

are processes assessed at least at level 3 CMMI. 

Implementation of models, their daily use and maintenance, is

eyond doubt associated with cost that decreases with the scale

f the company. An additional important factor is availability of

ompleted projects, which can be used for training purposes. The

nsemble approach prevents the possibility of models’ overfitting;

owever, the sample should be of a reasonable level (at least 40–

0) in order to retain accuracy. Another aspect for consideration

s typical project size and its duration. If most projects within an

rganization are small, and their duration is short, it may not be

easible to apply the models since traditional estimation methods

ould deliver comparable accuracy. Hence, prior to any implemen-

ation, a comprehensive business case should be prepared and cost

enefit analysis preformed. In conclusion, the proposed approach

or effort and duration estimation is most suitable for medium and

arge, mature organizations, with a significant volume of projects,

nd where inaccurate effort and duration estimation may lead to

egative implications such as project overrun or termination. 

. Threats to validity 

Regarding the internal validity of the study, there are several

spects that should be discussed. Firstly, as mentioned in the data

reparation, the most influential variable in relation to effort and

uration, is software size, which in the ISBSG dataset was calcu-

ated using functional size measurement methods, mostly IFPUG

nd reflected by function points. However, impact of other various

izing methods, including traditional ones, based on expert knowl-

dge and on effort and duration estimation using machine learn-

ng algorithms should be researched. Nevertheless, this experiment

ay be difficult to set up since there is limited availability of reli-

ble and good quality project data. 

Another important factor that needs to be highlighted is, perfor-

ance of individual algorithms in comparison to the ensemble ap-

roach. In this study, SVM accuracy is superior to ensemble models

hat consist of three algorithms, both for effort and duration. This

ould be a result of SVM’s ability to handle complex and diverse
ata, but also could be caused by algorithm’s overfitting, and if ap-

lied to new data, the performance of individual ones could be dis-

imilar. Hence, the ensemble approach is applied, which averages

redictions of three robust machine learning algorithms, stabilize

he model, reduce influence of noise within data and the impact

f algorithms’ abnormal behavior. 

In Section 5.2 , the results achieved in this study referred to

ther articles that utilized ML algorithms and preferably an IS-

SG dataset for building effort and duration estimation models.

lthough a similar approach has been applied in numerous stud-

es ( Berlin et al., 2009; López-Martín and Abran, 2015; Pospieszny

t al., 2015 ), those obtained in this research were more accurate if

ompared with MMRE and PRED. However, there is limited knowl-

dge regarding other error measures and detailed data prepara-

ion approaches applied that would allow a comparison of mod-

ls using a more holistic framework. The differences between algo-

ithms’ accuracy indicate that the most influential factor could be

he approach applied for ISBSG data selection, cleansing and trans-

ormation. The superiority of the achieved results in this study in-

icate the effectiveness of methods utilized for ISBSG data prepa-

ation. 

In relation to external validity, the research was based on a

eterogeneous ISBSG dataset which provides data of completed

rojects from the last decade taken from diverse organisations

round the world. Reliability, quality and update of data is main-

ained by the ISBSG organisation, which is unique in relation to

ther available datasets of completed software projects. There-

ore, ISBSG is considered as the most comprehensive source of

roject data. Nevertheless, the proposed models and the deploy-

ent framework should be further validated through proof-of-

oncept conduct for 2–3 organisations by utilizing their distinctive

ata. 

The implementation of machine learning models for software

ffort and duration estimation requires numerous prerequisites,

entioned in Section 5.3 . The most significant, is certainly the

vailability of completed projects that are used for the models’

raining. Depending on diversity of initiatives, their size and na-

ure, the number of required completed projects may vary, but 40–

0 should be sufficient. This may not be achievable for small or-

anisations, therefore the models are more intended for medium

nd large size organisations where incorrect estimation can lead

o significant implications. Additionally, prior to implementation,

 cost benefit analysis should be performed, which for compa-

ies that conduct mostly small projects may have negative results,

herefore, traditional methods based on expert knowledge could be

ufficient. 

. Conclusions 

In recent decades, end-users’ requirements entailed tremendous

dvancements in software development that impacted every as-

ect of it, from distributed architecture and development teams,

odeless programming to agile methodologies. Nevertheless, this

ad a limited effect on software estimation techniques, which de-

pite developments in parametric approaches still depended ex-

essively on expert judgment, required complex calculations and

ftentimes lead to overoptimistic assumptions. Additionally, con-

idering modern development and project management method-

logies which rely on rapid time-to-market, iterative development

nd vague initial requirements, the traditional and parametric esti-

ation techniques may be inefficient and impractical. Despite ex-

ensive research conducted in recent years on implementation of

tate of art machine learning algorithms for effort and duration es-

imation, which aim to tackle the mentioned deficiencies of exist-

ng approaches, few if any implementations can be found within

rganisations, potentially due to an emphasis on the effectiveness
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of individual algorithms and over complexity of building and im-

plementation procedures. Therefore, the aim of this article was to

present a holistic and practical approach for effort and duration es-

timation models with utilization of smart data preparation, three

effective ML algorithms (SVM, MLP, GLM), ensemble averaging and

proposed approach for model deployment and maintenance. 

The results of ensemble models built for effort and duration

estimation at the initial project lifecycle indicate that they are

very accurate compared to other approaches taken by various re-

searchers and are suitable for deployment in practice. For the

learning process of ML algorithms, a highly diverse ISBSG dataset

of software projects from various companies was utilized, hence

for homogeneous data specific to the chosen organisation in which

they will be deployed, the prediction accuracy of models is ex-

pected to be even greater. However, their performance in practice

is dependent on the quality of input data, therefore significant at-

tention should be put on data cleaning and preparation. In relation

to deployment tools, the models can be built using commercial or

open source software but it is valuable to incorporate them into

EPM software existing within the organisation and foremost within

software development and project management processes in place.

This will ensure models’ usability and achieve cultural change that

is required to occur for their successful implementation. 

The proposed effort and duration estimation models are in-

tended to serve as a decision support tool for any organisation de-

veloping and implementing software systems regardless of the in-

dustry sector where incorrect estimation may lead to negative im-

plications. However, due to data availability and cost benefit analy-

sis that may penalize small companies, it could be more feasible to

apply them only for medium and large companies which are more

mature from a project management perspective and have a large

volume of completed projects. Their application is most beneficial

at the initial stages of the project lifecycle when uncertainty re-

garding a final product and which initiative should be delivered is

the highest. At that point the models can be used with waterfall

and even agile methodologies because early estimation of budget

and timeframe is often required for sponsors’ approval, defining

the project business case and establishing boundaries in general.

Moreover, accurate estimation of effort and duration at that stage

is often the most challenging activity for every project practitioner

upon which successful project completion is dependent. Therefore,

the proposed ensemble approach of machine learning algorithms,

smart data preparation and outlined guidelines for their deploy-

ment and maintenance can certainly contribute to their application

in practice within organisations, thereby boosting estimation accu-

racy, automation of the process and ultimately increase the project

success rate. 

In conclusion, directions of future work should be outlined. The

models were built by utilization of a cross industry ISBSG dataset

which contained up to date software projects which occurred in

the last decade within multiple geographically distributed organ-

isations. Moreover, it is the most comprehensive database avail-

able and reflects real initiatives that are currently performed by

companies. Further research should focus on verifying the pro-

posed approach through proof-of concept with 2–3 organisations

to validate the model’s accuracy and adjust the deployment and

maintenance framework. Another limitation which should be ad-

dressed is the impact of software sizing especially on effort esti-

mation. As an input variable, it has the most significant impact on

forecasting the mentioned output parameter. In the ISBSG dataset,

size was calculated using various FSM techniques, mostly IFPUG.

For that purpose, other techniques can be applied, including tradi-

tional ones based on expert judgment and decomposition. There-

fore, additional research should be performed on impact of various

methods, especially the different FSM techniques that are consid-

ered as the most preferable sizing approach for accuracy of ma-
hine learning effort and duration estimation models. Addition-

lly, future work could explore new trends in business analytics,

uch as prescriptive analytics ( Pospieszny, 2017 ), which enable not

nly insights into the future but also allow scenario planning and

mart foresight. Considering the current dynamic software devel-

pment environment with agility, prototyping and rapid delivery,

oftware simulation using machine learning algorithms could fur-

her enhance project estimation methods and contribute to better

esource allocation and utilization. 
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