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(u+ v) ∈ V

(i) u+ v = v + u

(ii) (u+ v) +w = u+ (v +w)

(iii) ∃0 : u+ 0 = u

(iv) ∀u ∃ (−u) : u+ (−u) = 0

cu ∈ V

(v) 1 · u = u

(vi) c (du) = (c d)u

(vii) (c+ d)u = cu+ du

(viii) c (u+ v) = cu+ cv

[x]C = PC←B [x]B using
[
c1 c2 . . . cn | b1 b2 . . . bn

]
→

[
I | PC←B

]

The invertible matrix theorem — equivalent statements for n× n matrix A :

• There is an n× n matrix A−1 such that A−1A = AA−1 = I

• AT is invertible

• A has n pivot positions in the REF form

• Ax = 0 has only the trivial solution

• The columns (rows) of A form a linearly independent set

• The columns (rows) of A span Rn

• The columns (rows) of A form a basis of Rn

• T̂ : x 7→ Ax is one-to-one

• T̂ : x 7→ Ax maps Rn onto Rn

• The range of T̂ : x 7→ Ax is Rn

• ColA = RowA = Rn

• NulA = {0} and dim(NulA) = 0

• dim(ColA) = dim(RowA) = n

• rankA = n

• The eigenvalues of A are non-zero
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