Modern Analysis
Problem sheet one.

sin(nx
y is uniformly convergent on R.

oo

(1) Prove that the series Z

n=1

(2) Let {f,}52, be a sequence of functions on X C R. How may we

use the Weierstrass M test to prove that the sequence converges
uninformly?

n2

(3) Prove Riemann’s Criterion for the existence of the Riemann in-
tegral.

) Prove that if f and g are Riemann mtegrable on [a, b] then
/’u o< ([ o) ([ uwra)
) Prove Theorem 2.2 in the lecture notes.

(6) From the definition of the Riemann-Stieltjes integral, prove that
RS fol xd(x?) = Rfol 22%dx.

(7) Calculate RS [* = L2 (x|z]), RS [! x  2%d(x*) and RS fol cos zd(sin ).

(8) Prove that if f is continuous and monotone increasing, then

RS [ f@)d(f(@) = 570 = F(@)"

(9) Use the Euler-Maclaurin formula to estimate the following quan-
tities for large N.

n=1 n
Noq
i = E — —In N.
(ii) v~ 2.y n

(10) Use the Euler-Maclaurin formula to prove the integral test for
series convergence: If f is a continuous function on R, then
>, f(n) converges if and only if R [ f(z)dz < cc.

(11) Calculate the sums >, k%, and >_)_, k*.

(12) Find lim,,,~ RS fog(l — Z)"d(cos x).



Modern Analysis
Problem sheet two.

(1) Prove Theorem 3.11 in the lecture notes.

(2) Prove that

[e.e]

- $n (1)

k=1

(3) Prove that any countable set is measurable and has measure
Z€ero.

(4) What is the measure of the irrational numbers in [0, 1]?
(5) Prove that if m*(A) = 0 then A is measurable.
(6) Prove Theorem 3.13 in the lecture notes.

(7) Let A C R be a measurable set. For h € R, define
A+ h={x+h|lz e A}
Prove that A + h is measurable and m(A + h) = m(A).

(8) Let E, F' be measurable and assume E C F, with m(F) < oc.
Prove that m(F — E) = m(F) — m(E).

(9) Show that for any two sets A, B with AU B = [0, 1],

m*(A) > 1—m"(B).
(10) Let

A ={z €10,1] : no 5s occur in the decimal expansion of z}.
Find m*(A).

(11) Suppose that A is a bounded set and m*(AN1I) < im*(I) for
every interval . Prove that m*(A) = 0.

(12) (Hard) Prove that intervals are measurable by verifying that
the Caratheodory condition is satisfied.



Problem sheet three.

(1) Show that if A;, As are measurable then
m(Al) -+ m(Ag) = m(A1 U Ag) -+ m(A1 N Az)

(2) Let X be a nonempty set, and let f : X — [0,00) be a func-
tion. Let P(X) be the collection of all subsets of X. Define
p: P(X) = [0,00) by u(A) = .4 f(x) if Ais a nonempty,
countable set, u(A) = oo is A is uncountable and (@) = 0.
Show that p is a measure.

(3) Consider the Cantor set. This is formed by taking the interval
Cy; = [0,1] and removing the middle third (0,1). So Cy =
[0,1/3] U [2/3,1]. Then remove the middle third from each of
these intervals. So C3 = [0,1/9]U[2/9,1/3]U[2/3,5/9]U[8/9, 1].
Continue this process indefinitely. The Cantor set is defined to
be

C=n>,Ch.
Prove that the Cantor set is nonempty, with infinitely many
points and that m(C') = 0. In fact the Cantor set is uncountable.
So it provides an example of an uncountable set of Lebesgue
measure Zzero.

(4) Show that a countable union of sets of measure zero has mea-
sure zero.

(5) If m* is Lebesgue outer measure on R and A is a null set (one
with outer measure zero), then

m*(B) =m*(AUB) =m"(B\ A)
holds for every subset B of R.

(6) Let m* be outer measure on R. If a sequence of subsets {4,,}
of R satisfies )~ m*(A,) < oo, then the set

E={z € X :z € A, for infinitely many n},

is a null set.
(7) Prove that x4 is measurable if and only if A is measurable.

(8) Suppose that f : R — R is continuous and g : R — R is mea-
surable. Prove that the composition f o g is also measurable.

(9) Let f : R — R be a differentiable function. Show that the
derivative f’ is Lebesgue measurable.



Problem sheet four.

(1) Consider a sequence of functions (f,), where each f, : R - R
is measurable. Let f be a measurable function. The sequence
(fn) is said to converge in measure to f if, for any € > 0,

Tim mi{e : [fu(a) = f@)] = &}] = 0.
Prove that if f,, — f uniformly, then (f,) converges in measure

to f.

(2) Let (f.) and (gn) be sequences of almost everywhere real, mea-
surable functions, that converge in measure to f and g respec-
tively. Let a,b be real numbers. Prove the following.

(i) (afn + bg,) converges in measure to af + bg.
(i) (| fn]) converges in measure to |f].

(iii) (fngn) converges in measure to (fg), on X with m(X) <
0.

(iv) (fng) converges in measure to (fg), on X with m(X) < oc.
(3) Prove that if £ < f < K a.e. on a measurable set F, then

km(E) < / f < Km(E).

(4) Let f be an integrable function that is positive everywhere on
a measurable set E. If [ f = 0 prove that m(E) = 0.

(5) Prove that [ sin(2?)dx is not Lebesgue integrable, but exists
as an improper Riemann integral.

(6) Let f :]0,1] — R be Lebesgue integrable. Assume that f is
differentiable at x = 0 and f(0) = 0. Show that the function
defined by g(z) = 272 f(z) for all z € (0,1] and g(0) = 0 is
Lebesgue integrable.

(7) Find the Lebesgue integral over [0, 1] of the function

)+ 52, 2€0,1]-Q
J(@) = {2952, z e 0,1]NQ.



Problem sheet five.

(1) Prove that if p(x) is a continuous nondecreasing function in
[a,b], then /() is Lebesgue integrable and

b
/ J(2)dr < (b) — p(a).

(2) Show that

lim (1 + E)n e dr = 1.
0

n—oo n

(3) Show that for ¢t > 0

oo .
_.sinx T B
e "dr = = —tan"'t.
0 T 2

(4) Prove that if f is continuously differentiable, then
lim f(z)sin(nz)dxr =0
n—oo J_
and i
lim f(z) cos(nz)dx = 0.
(5) Assume that f : [a,00) — R is Riemann integrable on every
closed subinterval of [a, c0). Prove that [ f(x)dx exists as an

improper Riemann integral, if and only if for every € > 0 there
fstf(x)dx’ < e forall s,t > M.

exists an M such that

The previous result is useful because of the following the-
orem which you may assume. Let f : [a,00) — R be Rie-
mann integrable on every closed subinterval of [a,00). Then
f is Lebesgue integrable if and only if the improper Riemann
integral [ |f(z)|dx exists. In this case

L/fdm:R/aoo f(z)dz.

 sin? T
5 de = —.
0 x 2

(Integrate by parts and use the convergence theorems).

(6) Show that




(7) Let f : [a,b] — R be a differentiable function with the left
and right limits of the derivatives defined at the end points. If
the derivative f’ is bounded on [a, b], prove that f’ is Lebesgue
integrable and

f'dm = f(b) — f(a).

[a,b]

(8) Show that f(z) = % is Lebesgue integrable over [1,00) and
that [ fdm = 1.

(9) Let f:[0,00) — R be a continuous function such that
lim, , f(z) = 6. Show that

a

lim f(nx)dx = ad

n—o0 0

for each a > 0.



37438 Problem sheet six.

oo —ax __ ,—bx
(1) Calculate/ £ "° i
0

T
r—1

dx. Hint, look at Ll g
nor fO Inz

1
(2) Calculate /
0

(3) Evaluate/ e
0

(4) Let f : R — R be n times differentiable and assume that f®)
is integrable for all n. Prove that

£ () = (i) Fy).

(5) Let f: R — R besuch that z f(x) is Lebesgue integrable. Prove
that

— d -~

zf(z)(y) = Zd—yf(y)

(6) Solve the differential equation
u'(z) 4+ zu(z) = 0, u(0) = V2r.
Now take the Fourier transform of this equation and hence show
that -
/ e‘ée_iy’”dx = \/%e_%.

[e.e]

(7) Compute the Fourier transform of
(i) f(z) =ze ™.
(i) f(z) = el

1
x4+ 1

(iil) f(x) =



37438 Problem sheet seven.

(1) Show that if d(z,y) is a metric on a space X, then

d(z,y)
p(r,y) = m

is also a metric on X.

(2) Assume that two vectors z,y € X where X is a normed linear
space satisfy the relation ||z + y|| = ||z|| + ||y||. Show that for
all non negative scalars «, § we have

loz + Byl = allz] + Bllyl-

(3) It is true that every norm defines a metric by d(z,y) = ||z —y]|.
Show by example that not every metric defines a norm.

(4) Let f: X — R.
| flloo = inf{M : | f(x)| < M holds for almost all x}.

Prove the following.

(i) If f = g a.e., then [| flloc = [|gloc-

(i) || f]leo = 0 for each function f, and || f||o = 0 if and only if
f=0a.e.

(iii) [Jaf] = |a|||f|lec for all scales a.

(V) 1 + glloe < [1flloo + 119l
(v) TE[f] < [g| then [[f]lsc < [|glloe-

(5) Two norms ||z||; and ||z||2 on a vector space X are said to be
equivalent if there exist constants K > 0 and M > 0 such that

Kllzl[y < [lzfly < Mz,

Prove that on a finite dimensional vector space all norms are
equivalent.

(6) Let C1[0,1] be the vector space of all real valued functions on
[0, 1] with continuous first derivative. Show that || f|| = |f(0)|+
| //|loo is @ norm and that it is equivalent to the norm

1f1La = 11flloo =+ 11f llco-
Hint: f(x) = f(0) + [5 f/'(t)dt.



(7)

let X, Y be normed linear spaces. An operator T': X — Y is
said to be bounded if there exists K > 0 such that

IT(2)]ly < Kl|z| 5.

Consider C|[a,b] with the norm defined in question 4. Let K :
la,b] x [a,b] — R be a continuous function. Show that

b
T(f)(x) = / K(z,9)f(y)dy

is a bounded linear operator. i.e There exists M > 0 such that

IT'flloc < M||f|o for all f € Cla, b].

Let D : C'0,1] — C'0,1] be given by Df = f'. Use the
norm of question 4 and show that with respect to this norm,
differentiation is an unbounded linear operator. (Hint. Find an
example of a function whose norm grows with derivatives).



37438 Problem sheet eight.

(1) Show that in a real inner product space (z,y) = 0 holds if and
only if ||z 4+ y||* = ||=[|*> + ||y]|>. Does the same result hold if we
allow the inner product to be complex valued?

(2) Assume that the sequence {z,} in an inner product space sat-
isfies (z,,7) — ||z]|? and ||z,|| — ||z||. Show that z,, — .

(3) A sequence {z,} in a Hilbert space H is said to converge weakly
to xz in H if (x,,y) — (x,y) for all y € H.
(i) Show that if a sequence is convergent it is also weakly con-
vergent.

(ii) Show that if a sequence is weakly convergent, then the limit
is unique.
(iii) Show by an example that a sequence may be weakly con-
vergent, but not convergent.
(4) Let H be a Hilbert space with inner product (-,-) : H x H — C.
Prove that for all x,y € H

(%y%=imm+yW—Hx—MW+%Wx+ww—Hw—WWD-

This is known as the polarisation identity and it used to recover
the inner product from the norm.

(5) Given an example of a function f such that f € L?*(R) but
f & LYR). Then find an example of a function such that
f e LYR), but f & L*(R).

(6) Let [a,b] be a closed, bounded interval. Define the spaces
L*([a,b]) in the obvious way. If f € L'([a,b]) does it follow
that f € L*([a,b])? What about the converse?

(7) Let p > 1, p # 2 and suppose that % + % = 1. Suppose that
f € LP(R) and f € LYR). Prove that f € L*(R).

(8) Let f € L*([0,1]) satisfy || f||lo = 1 and [, f(z)dz > o > 0. For
each f € R, define Eg = {x € [0,1] : f(z) > B} f0< B < a
show that m(Eg) > (8—a)?. (Hint: This uses Holder’s inequal-
ity. Note that f — 38 < (f — B)xe, < fX&s-)

(9) Suppose that {¢,} is an orthonormal set in the Hilbert space
L*([—1,1]). Show that the sequence {¢,} defined by

Vn(T) = (,ﬁa)m% (% (x_ b;a»




is an orthonormal set in L?([a, b]).
(10) Let 1 < p < oo and suppose f € LP([a,b]), where a < b,
a,b € R* and let € > 0. Show that

m*({x € [a,b] : |f(z)| = €}) < 6”/ |f () [Pd.

where m* is Lebesgue outer measure.

(11) Let 1 < p < oo and suppose {f,} is a sequence in LP([a,b]),
where a < b, a,b € R*. Prove that if || f,, — f]|, = 0 as n — o0,
then f,, — f in measure.



37438 Modern Analysis
37438 Problem sheet nine.

(1) Solve the PDE
Uy = Uyy + h(x), heL'R), v€R

subject to the initial condition u(z,0) = f(z) and the assump-
tion that u(z,t), u,(z,t) — 0 as |z| — oo.

(2) Solve the Poisson equation
Uy + Uy, = h(z), heL'(R) ze€R, y>0

subject to the condition u(x,0) = f(x) and the assumption that
u(z,y), us(z,y) = 0 as |z| — oo.

(3) Solve the integral equation

[e.e]

u(x) = hz) + / k(r — y)uly)dy,

—00

where h and k and their Fourier transforms are integrable.

(4) Use Parseval’s identity to evaluate the integrals
(a) 72 iy
(b) [0 02y,

—co  x?

(5) Define the function h, by

hA(x):/ e Al gy

Prove that o)
(a) ha(z) = N1 g2
(b) / h(2)dz = 27

T

1
(©) (@) = T (A) .
The convolution of two functions f and ¢ is defined by
Fra@ = [ 1w -y

(d) Prove that if f is integrable, then for every A > 0

F o ha(a) = / W f(y)eivdy,

[e.9]



(e) Prove that for all f € LY(R), limy o f * hy = 27 f. Deduce
from this the Fourier inversion Theorem. (Hint: Consider

Fahy—2mf).

The function h, is known as an approximation of the identity.

(6) Suppose that f € L'(R) and that both f’ f” exist and are
continuous and integrable. Prove that the Fourier transform

fe LY(R).

(7) Suppose that f, f, € L'([-n,n]) and that f, — f. Prove that
the Fourier coefficients satisfy f, — f.

(8) Prove the Weierstrass approximation theorem: If f € C([—m, 7)),
then, given any € > 0, there is a polynomial p(z) such that
sup | f(2) — p(a)] < e

z€[—m,m]
(Hint: Use a Fourier series).

-~

(9) Let f be 27 periodic and integrable on [—,7]. Let f(n) =
o [T f(z)e " da.

(a) Show that f(n) = —% /ﬂ f (x + %) oI

(b) Use the result of (a) and the DCT to prove that if f is

~

continuous, then f(n) — 0 as n — oo. (Hint: Find an ex-

~

pression for 2f(n)).

(c) Prove that if for all x there isa C' > 0 and 0 < a < 1,

~

such that |f(z+h)— f(x)] < Clh|%, then f(n) = O(1/|n|*).
(10) Let the Theta function be defined by

o) = > e’

Prove that O(t) = %@(%)



37438 Modern Analysis
Problem sheet ten.

(1) Prove that the product measure of two measures p and v is a
measure. That is, prove that (u x v)(A x B) > 0 and

o0

(e X V) (U2, (A x Bi) = ) (X v)(A; x By).

i=1

(2) Let f(z,y) = (2* — y?)/(2* + y*)?* with f(0,0) = 0. Evaluate

/Ol/olf(x,y)dxdy and /01 /Olf(x,y)dyd:c.

Explain your answer.

(3) If A, n and v are finite measures such that A << v and v << p,
show that

d\  d\dv
dp  dvdp’
(4) Suppose that p and v are finite measures and that y << v and
v << u. Prove that

dudv _
dvdp

(5) Calculate the moment generating function of a normal random
variable.

(6) Let A be Lebesgue measure. Suppose that u(E) = [, fd\ and
that the measure p satisfies p(aF) = p(F) for all a > 0 and
each measurable subset E of (0,00). The aim of this question

is to compute the Radon-Nikodym derivative f.
(i) Let E = [1,z]. What is aE?

(ii) Show that f satisfies [" f(t)dt = [ f(t)dt
(iii) Show that f(z) = ¢/x for some constant c.
(7) Let X be a Banach space. Show that if L is a linear func-

tional on X and L is continuous at a € X, then L is uniformly
continuous on the whole of X.



(8) Let (£2, F, P) be a probability space and let {A,} be a sequence
of subsets of 2. Define
A= U,
m=1n>m
= {w: w € A,for infinitely many n}.

Now suppose that each A, is measurable. Prove the Borel-
Cantelli Lemma:

Y P(A,) < 00 = P(lim, 00 A,) = 0.
n=1

Conversely, if the A,, are P independent sets: P(A, N A,,) =
P(A,)P(A,,); then

> P(A,) = 00 = P(lim,00d,) = 1.
n=1

(9) If X and Y are independent prove that Var(X+Y') = Var(X)+
Var(Y).

(10) If X,, are independent random variables on (€, F, P), with
E(X,) = pun, Var(X,) < K < oo prove the weak law of large
numbers: =3 X — pin L2

(11) Show that if X and Y are random variables on a probability

space, then d(X,Y) = E (%) is a metric and that con-

vergence in d is equivalent to convergence in the probability
measure P.



