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Question 1. 
(a) Let 𝐵𝑡 be a standard Brownian motion and 

𝑋𝑡 = 𝑒−2𝑡+2𝐵𝑡 , 𝑡 ≥ 0. 

Find corr(𝑋𝑡, 𝑋𝑠), 0 ≤ 𝑠 < 𝑡. 

 

Now let 

(
𝑋𝑡

𝑌𝑡

𝑍𝑡

) ~𝑁 ((
0
5
9

) 𝑡, (
1 2 −1
2 13 8

−1 8 14
) 𝑡). 

 

(b) Find the distribution of (
𝑋𝑡 + 5𝑌𝑡

2𝑋𝑡 − 7𝑌𝑡
). 

 

(c) Find 𝐸 [(
𝑋𝑡 + 5𝑌𝑡

2𝑋𝑡 − 7𝑌𝑡
) |𝑍𝑡]. 

 

 

Question 2.  
Consider the Poisson process 𝑁𝑡, 𝑡 ≥ 0 , with intensity 𝜆 = 1. 

 

(a) Calculate  

𝑃(𝑁1 = 4, 𝑁3 = 5|𝑁5 = 7). 

 

 

Now define the compound Poisson 

𝑋𝑡 = ∑ 𝑌𝑘 , 𝑡 ≥ 0,

𝑁𝑡

𝑘=1

 

with 𝑁𝑡 as above and where 𝑌𝑘, 𝑘 ∈ {1,2, … , 𝑁𝑡}, has the distribution 

𝑃(𝑌𝑘 = 𝑖) = {

1/4, 𝑖 = 1
2/5, 𝑖 = 2

7/20, 𝑖 = 3
. 

 



Assume that 𝑁𝑡 and the 𝑌𝑘are all independent. 

 

(b) Find 𝐸[𝑒𝑖𝑢𝑋𝑡]. 

 

(c) Find cov(𝑋4, 𝑋3). 

 

 

Question 3. 
Consider the homogenous, discrete-time Markov chain 𝑋𝑡, 𝑡 = 0,1,2 …, taking states 𝑋𝑡 ∈

{𝑥1 = 3, 𝑥2 = −4, 𝑥3 = 2} with one-step transition matrix and initial distribution 

𝑃(1) = (

2/10 3/10 5/10
7/10 1/10 2/10
4/10 3/10 3/10

) , 𝑝(0) = (

1/10
3/10
6/10

). 

 

(a) Calculate 𝐸[𝑋2]. 

 

(b)  Find a stationary distribution. 

 

(c) Show that the stationary distribution from (b) does not depend on 𝑝(0). 

 

 

Question 4. 
Consider the homogenous, continuous-time Markov chain 𝑋𝑡, 𝑡 ≥ 0, with transition 

matrix (when jump occurs) 

𝑃𝑗𝑢𝑚𝑝 = (

0 2/10 8/10
1/2 0 1/2

7/10 3/10 0
). 

Assume that the distribution of weighting times for jumps from states 1, 2 and 3 have 

parameters 2, 6 and 7 respectively. 

 

(a) Write down the generator matrix 𝐴. 

 

(b)  Calculate 𝑃(𝑋𝑡+3 = 𝑥2|𝑋𝑡 = 𝑥1). 

 

(c) Find the moment generating function of 𝑇2, where 𝑇2 is the waiting time for a jump 

from state 2. Make sure to list any conditions(s) necessary for this function to be 

properly defined. 

 

 



Question 5.  
Consider the ARMA(2,2) process 

𝑋𝑡 +
1

4
𝑋𝑡−1 −

3

8
𝑋𝑡−2 = 𝑍𝑡 −

13

35
𝑍𝑡−1 −

12

35
𝑍𝑡−2 

where 𝑍𝑡  is a white noise process with variance 𝜎2. 

 

(a) Is 𝑋𝑡 stationary? Is 𝑋𝑡 causal? Is 𝑋𝑡 invertible? 

 

(b) What does your answer in (a) mean for reconstructing the current value of the noise 

process 𝑍𝑡  from 𝑋𝑡? 

 
(c) Find the approximation of the solution to the ARMA(2,2) equation 

𝑋𝑡 ≈ ∑ 𝜓𝑗(𝐵𝑗𝑍)
𝑡
.

3

𝑗=−3

 

 

 

Question 6. 
Consider the process 

𝑋𝑡 =
1

2
𝐵𝑡

2 + 𝑡, 𝑡 ≥ 0, 

where 𝐵𝑡 is a standard BM or Wiener process. 

 

(a) Using Definition 1 page 6 Chapter 8 Notes, derive the drift function for 𝑋𝑡. 

Hint. Use relationship on page 34 Chapter 8 Notes. 

 

(b) Find the Ito representation of 𝑋𝑡. 

 

(c) Write down the Kolmogorov backward equation for 

𝑓(𝑦, 𝑡|𝑥, 𝑠) 

where 

𝑓(𝑦, 𝑡|𝑥, 𝑠) =
𝜕

𝜕𝑦
𝐹(𝑦, 𝑡|𝑥, 𝑠) 

with  

𝐹(𝑦, 𝑡|𝑥, 𝑠) = 𝑃(𝑋𝑡 < 𝑦|𝑋𝑠 = 𝑥). 

 

  



Now let 

𝑌𝑡 = 𝑒𝑋𝑡 ,   𝑡 ≥ 0. 

 

(d) Find the Ito representation of 𝑌𝑡. 

 

(e) Write down the Kolmogorov forward equation for 

𝑓(𝑦, 𝑡|𝑥, 𝑠) 

where 

𝑓(𝑦, 𝑡|𝑥, 𝑠) =
𝜕

𝜕𝑦
𝐹(𝑦, 𝑡|𝑥, 𝑠) 

with  

𝐹(𝑦, 𝑡|𝑥, 𝑠) = 𝑃(𝑌𝑡 < 𝑦|𝑌𝑠 = 𝑥). 

 


